Abstract

When an image feature moves with sufficient speed it should become smeared across space, due to temporal integration in the visual system, effectively creating a spatial motion pattern that is oriented in the direction of the motion. Recent psychophysical evidence shows that such “motion streak signals” exist in the human visual system. In this study, we report neurophysiological evidence that these motion streak signals also exist in the primary visual cortex of cat and monkey. Single neuron responses were recorded for two kinds of moving stimuli: single spots presented at different velocities and drifting plaid patterns presented at different spatial and temporal frequencies. Measurements were made for motion perpendicular to the spatial orientation of the receptive field (“perpendicular motion”) and for motion parallel to the spatial orientation of the receptive field (“parallel motion”). For moving spot stimuli, as the speed increases, the ratio of the responses to parallel versus perpendicular motion increases, and above some critical speed, the response to parallel motion exceeds the response to perpendicular motion. For moving plaid patterns, the average temporal tuning function is approximately the same for both parallel motion and perpendicular motion; in contrast, the spatial tuning function is quite different for parallel motion and perpendicular motion (band pass for the former and low pass for the latter). In general, the responses to spots and plaids are consistent with the conventional model of cortical neurons with one rather surprising exception: Many cortical neurons appear to be direction selective for parallel motion. We propose a simple explanation for “parallel motion direction selectivity” and discuss its implications for the motion streak hypothesis. Taken as a whole, we find that the measured response properties of cortical neurons to moving spot and plaid patterns agree with the recent psychophysics and support the hypothesis that motion streak signals are present in V1.
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Introduction

A central question in perception research is how the visual system determines the direction of object motion. The most widely held view is that velocity components are measured at two or more spatial orientations and then combined in some fashion, such as with the “intersection of constraints rule” (see for example, Marr & Ullman, 1981; Adelson & Movshon, 1982; Albright, 1984; Watson & Ahumada, 1985; Stone et al., 1990; Derrington & Suero, 1991; Smith & Snowden, 1994; Simoncelli & Heeger, 1998; Derrington, 2000). Another view is that the visual system performs some type of feature matching, or tracking, over time (see for example, Movshon et al., 1985; Cavanaugh, 1992; Derrington, 2000). A third possibility is that the visual system determines motion direction from the spatial streaks created by temporal integration in the visual system when objects move with sufficient speed (Geisler, 1999). It is obvious that motion streaks are used to determine the motion path under some circumstances (e.g. when a sparkler moves quickly or when the electron beam in an oscilloscope moves quickly). These spatial representations of motion are created by temporal integration in the visual system. However, is this phenomenon general enough to be useful for determining the direction of object motion? Specifically, how fast must image features move before reliable motion streak signals are created in the visual system, and what types of features produce motion streak signals?

The motion streak hypothesis is illustrated schematically in Fig. 1. The figure shows the hypothetical responses of a population of neurons with receptive fields of different preferred orientations (at the same spatial location). The preferred orientation is indicated along the horizontal axis and the response is indicated on the vertical axis. Each symbol represents an individual cell (or group of cells) with a given preferred spatial orientation. The upper panel (Fig. 1A) shows the responses across the population for a feature
that is moving very slowly. The lower panel (Fig. 1B) shows the responses across the population for a feature that is moving faster. When the feature is moving slowly, similar responses are produced across all orientations. On the other hand, when the feature is moving quickly, there is a relative maximum at the orientation parallel to the direction of motion. This occurs because temporal integration creates a spatial streak (effectively, a bar) oriented parallel to the direction of motion. This relative maximum response in the distribution of activity across the population of cells encodes the direction of the moving feature, in much the same way that such a relative maximum encodes the orientation of a spatial contour.

Recently, Geisler (1999) reported psychophysical evidence that such motion streak signals are used by the human visual system to determine motion direction even at relatively low speeds (1 deg/s for small spots). In the main experiment, luminance detection thresholds were measured for a moving spot in the presence of dynamic random line masks oriented either parallel or perpendicular to the direction of spot motion. The target spot moved along a straight path for 250 ms, and a different random sample of line noise was presented in each frame. The logic of the experiment was as follows. If a moving spot produces a motion streak signal, then it should produce a larger response in the population of neurons whose orientation selectivity is parallel to the direction of motion, and hence, the parallel mask should be more effective in elevating threshold than the perpendicular mask. Geisler found that as spot speed increased, the threshold remained the same for both mask orientations until some critical spot speed was reached (approximately 12 spot-widths/s), beyond which the parallel mask became more effective. Geisler also reported computer simulations of cortical neuron responses to moving spots using the average spatio-temporal tuning functions that have been measured in the monkey with sine-wave grating stimuli (Geisler & Albrecht, 1997). These simulations suggest that the psychophysical results are consistent with what would be expected from the population response of neurons in the primary visual cortex.

The goal of the present study was to directly measure cortical neuron response properties that are relevant to the motion streak hypothesis. In the first experiment, we measured responses to a single moving spot that traveled either parallel or perpendicular to the spatial orientation of the receptive field (i.e. parallel or perpendicular to the elongated regions of the receptive field). If the responses of V1 neurons are consistent with the results of the psychophysical experiments, then the responses to a moving spot should become greater for motion parallel to the spatial orientation of the receptive field once a relatively low critical speed is exceeded. The results of the moving spot experiment agree with the prediction from the psychophysical experiments.

The key property of the visual system that is relevant to the motion streak hypothesis is the temporal integration parallel to the spatial orientation of the receptive field. Therefore, in the second experiment, we measured temporal tuning functions of cortical neurons using drifting plaid patterns (orthogonal contrast modulated sine-wave gratings). These plaid stimuli (which themselves are not expected to produce motion streaks) allowed us to quantitatively characterize the temporal and spatial tuning characteristics of cortical neurons for motion parallel and perpendicular to the spatial orientation of the receptive field. The measurements for motion that is perpendicular to the spatial orientation of the receptive field are essentially equivalent to conventional measurements of spatial and temporal tuning with one-dimensional sine-wave gratings. However, little is known about the spatial and temporal characteristics of cortical neurons for motion parallel to the spatial orientation of the receptive field. Thus, these measurements provide new information that should be of general interest for understanding the spatial and temporal tuning properties of cortical cells, and are of specific interest to the motion streak hypothesis.

To help interpret the responses of cortical neurons to the spot and plaid stimuli, it is useful to consider the measured responses within the context of a common working model of cortical neurons. Over the past several decades, following the work of Hubel and Weisel (1962, 1968), a general consensus has developed on a model that can account for the response characteristics of cortical neurons; henceforth referred to as the “standard model.” This model (which is defined in detail in the Methods section) combines linear filtering with three nonlinearities: contrast gain control, response expansion, and half-wave rectification (e.g. Movshon et al., 1978a; De Valois et al., 1982a; Hamilton et al., 1989; Albrecht & Geisler, 1991, 1994; Palmer et al., 1991; Emerson et al., 1992; Heeger, 1991, 1992a,b; DeAngelis et al., 1993, 1994; Gardner et al., 1999; for general reviews, see Robson, 1975; Shapley & Lennie, 1985; Carandini et al., 1999; Geisler & Albrecht, 2000). The work cited in the references above quantitatively
demonstrates that this model is consistent with many of the known properties of cortical neurons.

In general, we find that the expectations from the standard model are consistent with the measured responses to spots and the measured spatial and temporal tuning functions for motion that is parallel and perpendicular to the spatial orientation of the receptive field. There was, however, one noteworthy and unexpected exception: Many V1 neurons show direction selectivity for motion parallel to the spatial orientation of the receptive field. Although the results imply a somewhat more complicated mechanism for direction selectivity than is currently incorporated within the standard model, a relatively simple modification can produce this new type of direction selectivity.

Methods

Recording and physiology

The procedures for the paralyzed anesthetized preparation, the electrophysiological recording, the stimulus display, and the measurement of neural responses using systems analysis were similar to those described elsewhere (Hamilton et al., 1989; Albrecht & Geisler, 1991; Geisler & Albrecht, 1997; Metha et al., 2001). All experimental procedures were approved by the University of Texas at Austin Institutional Animal Care and Use Committee, and conform to the National Institutes of Health guidelines. In brief, young adult cats (Felis domesticus) and monkeys (Macaca fascicularis or Macaca mulatta) were prepared for recording under deep isoflurane anesthesia. Following the surgical procedures, isoflurane anesthesia was discontinued. Anesthesia and paralysis were maintained throughout the duration of the experiment using the following pharmaceuticals. For cats, anesthesia was maintained with sodium pentothal (2–6 mg/kg/h). For monkeys, anesthesia was maintained with sufentanil citrate (2–8 µg/kg/h). For both species, paralysis was maintained with gallamine triethiodide (10 mg/kg/h) and pancuronium bromide (0.1 mg/kg/h). The physiological state of the animal was monitored throughout the experiment by continuous measurement of the following quantitative indices: body temperature, inhaled/exhaled respiratory gases, pressure in the airway, fluid input, urine output, urinary pH, caloric input, blood glucose levels, electroencephalogram, and electrocardiogram. Microelectrodes were inserted into regions of the primary visual cortex such that the receptive fields of the neurons were located within 5 deg of the visual axis. Three different types of microelectrodes were utilized: varnish-insulated tungsten, glass pipette, or glass-coated platinum-iridium. The impedances of the microelectrodes ranged from 8 to 21 MΩ.

Stimulus presentation

In all the experiments reported here, the stimuli were confined to the conventional receptive field, which was determined by expanding the size of an optimal drifting sine-wave grating until the neuron’s response stopped increasing (De Valois et al., 1985; DeAngelis et al., 1994). The stimuli were presented on a monochromatic Image Systems monitor at a frame rate of 100 Hz, with a mean luminance of 27.4 cd/m². To overcome the inherent nonlinearities in visual displays, both hardware and software methods were utilized to ensure a linear relationship between the requested luminance and the measured luminance. Standard orientation, spatial frequency, and spatial phase tuning functions were measured (using sine-wave grating patterns) to determine the optimal orientation, spatial frequency, and spatial phase. The stimulus was centered on the receptive field by finding the position of a half cycle of the optimal spatial frequency that produced the largest response. The stimuli were presented in a counterbalanced fashion such that all stimulus conditions occurred an equal number of times, in a random order. A single block consisted of 10 repeated presentations of the same stimulus condition. Each presentation was separated by a time interval equal to the duration of the presentation. Each block was separated by a time interval equal to the duration of the block. During these intervals, the animal viewed mean luminance. Generally, at least four blocks were obtained for each stimulus condition (resulting in 40 repeated temporal cycles); in some instances, as many as 20 blocks were obtained (resulting in 200 repeated temporal cycles).

Parallel motion and perpendicular motion

Once the preferred spatial orientation of a given receptive field was determined, measurements were made in four directions of motion for the spot stimuli (Fig. 2A) and for the plaid stimuli (Fig. 2B). The stimuli were moved either parallel to the preferred spatial orientation (referred to as “parallel motion”), or the stimuli were moved perpendicular to the preferred spatial orientation (referred to as “perpendicular motion”). For each of these two types of motion, parallel and perpendicular, the stimulus can be moved in each of two opposite directions (as indicated by the two-headed arrows). Thus, for example, if we assume that a hypothetical receptive field is oriented vertically (as illustrated in Fig. 2), then for parallel motion, the opposite directions are up and down, and for perpendicular motion, the opposite directions are left and right.

Fig. 2. Stimuli for measuring cortical cell responses for motion parallel to the spatial orientation of the receptive field, and for motion perpendicular to the spatial orientation of the receptive field. For parallel motion, the stimuli were moved in each of the opposite directions and similarly, for perpendicular motion the stimuli were moved in each of the opposite directions. This is indicated by the two-headed arrows. (A) Raised cosine spots. Measurements were made with light spots and dark spots. Spot width was set equal to the period of the optimal spatial frequency. (B) Orthogonal contrast modulated sine-wave gratings. These plaid patterns were created by multiplying a “carrier” component, oriented parallel to the spatial orientation of a given cell’s receptive field, by a sine-wave “modulator” component, oriented perpendicular to the spatial orientation of a given cell’s receptive field. Plaid patterns can also be described as the sum of two sine-wave components that differ in orientation. In this study, the plaid patterns were confined to the conventional receptive field (see Methods).
Moving spot experiment

Following the preliminary measurements (described above), we measured the responses to both a moving white spot (82 cd/m²) and a moving black spot (4 cd/m²). The velocity of the spot was parametrically varied, depending upon the width of the spot. The spot had a raised-cosine profile with a width equal to the period of the optimal spatial frequency. Although a spot of this width encroaches to some extent upon the inhibitory region(s) of the receptive field, the increased amount of light (or dark) in the excitatory region more than offsets the inhibition. For each stimulus condition, a spot of a given polarity (light or dark) was moved either parallel to or perpendicular to the preferred spatial orientation (see Fig. 2A). For parallel motion, the stimuli were moved in each of the opposite directions; similarly, for perpendicular motion, the stimuli were moved in each of the opposite directions.

Orthogonal contrast modulation experiment

In this experiment, we measured the response to orthogonal contrast modulated sine-wave gratings (plaids) moving either parallel or perpendicular to the preferred spatial orientation (see Fig. 2B). For parallel motion, the stimuli were moved in each of the opposite directions; similarly, for perpendicular motion, the stimuli were moved in each of the opposite directions. These plaid patterns can be described as the product of a pair of orthogonally oriented spatial sine-wave grating patterns (see Fig. 3):

\[ L(x, y) = A \cos(2\pi f_x y) \cos(2\pi f_y x) + \bar{L}, \]  

where \( \bar{L} \) is the mean luminance, \( A \) is the amplitude, \( f_x \) is the spatial frequency of the component aligned with the preferred spatial orientation of the cell, and \( f_y \) is the spatial frequency of the component orthogonal to the preferred spatial orientation of the cell. They can also be described as the sum of two sine-wave components of a particular frequency \( f \), differing by a particular orientation \( 2\theta \):

\[ L(x, y) = \frac{A}{2} \cos(2\pi f \sin \theta y - 2\pi f \cos \theta x) + \frac{A}{2} \cos(2\pi f \sin \theta y + 2\pi f \cos \theta x) + \bar{L}, \]  

where \( \theta = \tan^{-1}(f_y/f_x) \) and \( f = \sqrt{f_x^2 + f_y^2} \) (see Fig. 3). To simplify the presentation, we describe the plaid stimuli as contrast modulated gratings [e.g. eqn. (1)].

Using these patterns, we were able to measure a cell’s temporal-frequency tuning and spatial-frequency tuning for parallel motion as well as perpendicular motion. The temporal and spatial tuning functions for perpendicular motion were measured by varying the temporal and spatial frequency of the sine-wave component whose orientation was aligned parallel with the cell’s preferred spatial orientation. (In other words, the motion was perpendicular to the elongated regions of the receptive field, and the orientation of the parametrically varied spatio-temporal component was parallel to the elongated regions of the receptive field.) The temporal and spatial tuning functions for parallel motion were measured by varying the temporal and spatial frequency of the sine-wave component whose orientation was aligned perpendicular to the cell’s preferred spatial orientation. (In other words, the motion was parallel to the elongated regions of the receptive field, and the orientation of the parametrically varied spatio-temporal component was perpendicular to the elongated regions of the receptive field.) Note that these stimuli are equivalent to rigid moving plaid patterns (which is how they appear subjectively to a human observer).

When measuring the temporal tuning functions, the spatial frequency of the sine-wave component aligned with the cell’s preferred spatial orientation was set to the cell’s optimal value, \( u_c \), determined from preliminary measurements, and the orthogonal component was set to \( u_c/3 \) [i.e. \( f_x = u_c \) and \( f_y = u_c/3 \) in eqn. (1)]. When measuring the spatial tuning functions for perpendicular motion, the spatial frequency of the sine-wave component orthogonal to the cell’s preferred spatial orientation was fixed at \( u_c/3.5 \), and the temporal frequency was set to the optimal value, \( w_c \). When measuring the spatial tuning functions for parallel motion, the spatial frequency of the sine-wave component aligned with the cell’s preferred spatial orientation was fixed at \( u_c \), and the temporal frequency was set to \( w_c \).

Quantitative predictions

To help interpret the experimental results, we simulated the responses of primary visual cortex neurons using the standard model. This model consists of a linear spatio-temporal mechanism (Movshon et al., 1978a; Watson & Ahumada, 1985), plus three nonlinear mechanisms: contrast normalization, half-wave rectification, and a response exponent (Albrecht & Geisler, 1991; Heeger, 1991). It has been demonstrated that this model adequately describes many aspects of single neuron responses in the primary visual cortex (e.g. Movshon et al., 1978a; De Valois et al., 1982a; Hamilton et al., 1989; Albrecht & Geisler, 1991, 1994; Palmer et al., 1991; Emerson et al., 1992; Heeger, 1991, 1992a,b; DeAngelis et al., 1993, 1994; Gardner et al., 1999; for general reviews, see Robson, 1975; Shapley & Lennie, 1985; Carandini et al., 1999; Geisler & Albrecht, 2000). However, as will be
demonstrated in the Results section, we found that, in addition to the well-established property of “perpendicular motion direction selectivity,” many cortical neurons also show the previously unreported property of “parallel motion direction selectivity.” Therefore, it was necessary to generalize the standard model such that it could also account for parallel motion direction selectivity.

The single axis linear spatio-temporal filter proposed by Watson and Ahumada (1985) is described by a transfer function of the following form:

\[
H(u,v,w) = H_x(u)H_y(v)H_t(w)[q_x - (1 - q_x)\text{sign}(u)\text{sign}(v)] 
\]

where \(H_x(u)\) is a spatial filter in the \(x\) direction, \(H_y(v)\) is a spatial filter in the \(y\) direction, and \(H_t(w)\) is a temporal filter. The parameter \(q_x\) determines the direction selectivity for motion along the \(x\) axis. (Note that the \text{sign} function has a value of +1 for arguments greater than zero, and a value of −1 for arguments less than zero.) In modeling cortical neurons, the \(y\) axis corresponds to the long axis of the spatial receptive field, and hence, the direction selectivity is for perpendicular motion.

The double axis linear spatio-temporal filter proposed here contains another parameter, \(q_y\), which determines the direction selectivity for motion along the \(y\) axis:

\[
H(u,v,w) = H_x(u)H_y(v)H_t(w)[q_x - (1 - q_x)\text{sign}(u)\text{sign}(v)] \times [q_y - (1 - q_y)\text{sign}(v)\text{sign}(w)]. 
\]

This double axis direction-selective filter reduces to the single axis direction-selective filter by setting \(q_y = 1.0\), and reduces to a nondirection-selective filter by setting \(q_y = 0.0\) and \(q_x = 1.0\). For example, setting \(q_y = 0.5\) and \(q_x = 1.0\) yields a receptive field that is highly direction selective along the \(x\) axis and nondirection selective along the \(y\) axis; setting \(q_y = 1.0\) and \(q_x = 0.5\) yields a receptive field that is highly direction selective along the \(y\)-axis and nondirection selective along the \(x\) axis; setting \(q_y = 0.5\) and \(q_x = 0.5\) yields a receptive field that is highly direction selective along both the \(x\) axis and the \(y\) axis.

To simulate simple cell responses, \(H_x(u)\) was taken to be the transform of a log Gabor function, \(H_y(v)\) the transform of a Gaussian function, and \(H_t(w)\) the transform of a difference of gamma functions (Watson & Ahumada, 1985). The output of the linear filter was then half-wave rectified and taken to an exponent of 2.0. To simulate complex cell responses, we obtained the outputs of two linear filters: one with the log Gabor function in cosine phase and one with the log Gabor function in sine phase. The outputs of these two filters were each squared and then summed (Adelson & Bergen, 1985; van Santen & Sperling, 1985). Because the contrast was held constant in our experiments, the contrast normalization (pooled divisive inhibition) was constant, and played no role in the predictions. Also, for the particular results reported here, the predictions for the simulated simple and complex cell responses are identical, and hence, are not reported separately.

Results

Moving spot experiment

Fig. 4 shows the responses of a representative neuron (recorded from the primary visual cortex of a monkey) for the moving spot experiment. The speed of the spot motion (in spot-widths/s) is plotted on the horizontal axis, and the ratio of the responses for parallel versus perpendicular motion is plotted on the vertical axis. The response ratio was obtained in the following fashion. First, the responses for the opposite directions of parallel motion were summed; then, the responses for the opposite directions of perpendicular motion were summed; finally, the ratio of the sums was computed. When the ratio is greater than 1.0, then the response is greater for the spot moving parallel to the spatial orientation of the receptive field. As can be seen, the response ratio increases as the spot speed increases, and clearly exceeds 1.0 at the higher speeds. This pattern of results was found in all of the cells, for both cat and monkey. To summarize the results for the entire sample, the ratio of the responses to parallel versus perpendicular motion was averaged across all 45 experiments; this average ratio is plotted in Fig. 5A.

The dashed curve in Fig. 5A shows the simulated responses of an average cortical neuron in primary visual cortex. These predictions were obtained using the standard model (see Methods). These are parameter-free predictions that were generated directly from the average tuning characteristics of monkey primary visual cortex neurons (reported in Geisler & Albrecht, 1997). The specific average values used in the simulations were an orientation bandwidth of 40 deg, a spatial frequency bandwidth of 1.5 octaves, a preferred temporal frequency of 8 Hz, a temporal frequency bandwidth of 2.5 octaves, a nonlinear response exponent of 2.0, a base rate of 0.8 spikes/s, and a direction selectivity of 0.6 (for perpendicular motion). These average tuning parameters are very similar to the averages reported by others (e.g. De Valois et al., 1982a,b; Foster et al., 1985; Hamilton et al., 1989; Hawken et al., 1996). The predicted response ratios display the major trends in the data.* The lack of a perfect fit between the predictions from the orthogonal contrast modulation experiment, we report that the average direction selectivity for parallel motion is approximately half the average direction selectivity for perpendicular motion. We found a similar relationship in the responses to moving spots. Therefore, we also generated predictions for a double axis direction-selective filter (see Methods) with direction selectivities of 0.6 and 0.3. These predictions are not shown because they are essentially identical to the dashed curve in Fig. 5A.

*In the description of the results of the orthogonal contrast modulation experiment, we report that the average direction selectivity for parallel motion is approximately half the average direction selectivity for perpendicular motion. We found a similar relationship in the responses to moving spots. Therefore, we also generated predictions for a double axis direction-selective filter (see Methods) with direction selectivities of 0.6 and 0.3. These predictions are not shown because they are essentially identical to the dashed curve in Fig. 5A.
large sample of monkey cells and the measured responses from this specific sample of cells is not particularly surprising given the substantial heterogeneity in the tuning characteristics of neurons in the primary visual cortex.

For comparison, Fig. 5B summarizes the results for the two subjects in the previously published psychophysical study. The

spot speed (in spot-widths/s) is plotted on the horizontal axis, and the ratio of thresholds (for the motion that is parallel vs. perpendicular to the orientation of the mask) is plotted on the vertical axis. The different symbols are for spots of different widths; each symbol represents the average threshold ratio for the two subjects. The vertical dashed line (plotted in Figs. 5A and 5B) shows the average critical speed (12 spot-widths/s) across all spot sizes, for both subjects. Below the critical speed, the threshold ratio is approximately constant; above the critical speed, the threshold ratio increases approximately linearly. In the psychophysical experiment, the critical speed and the rate at which the response ratio increases with spot speed are quite similar to the critical speed and the rate at which the threshold ratio increases in the psychophysical experiment. The primary difference between the neurophysiological and psychophysical results is that the neurophysiological response ratio drops below 1.0 at low spot speeds.

In sum, the measured responses of single neurons to moving spots suggest that motion streak signals exist in the primary visual cortex. Further, the cortical responses, in both cat and monkey, appear to be consistent with the human psychophysical results and with the parameter-free predictions from the standard model. However, because the motion streak hypothesis is fundamentally dependent upon the temporal-frequency tuning for parallel motion, and because the standard model is based upon measurements of the tuning for perpendicular motion, it seemed prudent to also measure the tuning for parallel motion. To do this we used plaid patterns, which closely match the spatial properties of the receptive fields and hence produce robust responses.

Orthogonal contrast modulation experiment

Figs. 6A and 6B show the spatial-frequency tuning functions of a representative neuron (recorded from the primary visual cortex of a monkey) for parallel and perpendicular motion of plaid patterns. The responses for perpendicular motion are shown in Fig. 6A, averaged across the opposite directions of motion (as indicated by the double-headed arrow). The responses for parallel motion are shown in Fig. 6B, averaged across the opposite directions of motion. Recall that for perpendicular motion, we varied the spatial frequency of the component whose orientation was aligned parallel with the cell’s preferred orientation; whereas for parallel motion, we varied the spatial frequency of the component whose orientation was aligned perpendicular to the preferred orientation.

The temporal-frequency tuning functions for the same neuron are shown in Figs. 6C–6F. The responses for one direction of perpendicular motion are shown in Fig. 6C and the responses for the opposite direction of perpendicular motion are shown in Fig. 6D. The responses for one direction of parallel motion are shown in Fig. 6E and the responses for the opposite direction of parallel motion are shown in Fig. 6F.

There are four important properties that can be seen in the responses of the representative neuron shown in Fig. 6. The first three properties are general: They hold true for the entire sample of neurons. The fourth property, however, is not general.

1. The shape of the spatial tuning function for perpendicular motion is quite different from the shape of the spatial tuning function for parallel motion: For perpendicular motion, the tuning is band pass (Fig. 6A), whereas for parallel motion, the tuning is low pass (Fig. 6B).

2. The shape of the temporal tuning function is quite similar for both parallel motion and perpendicular motion: The solid
curves (in Figs. 6C–6F) are identical in shape and only differ by a vertical scale factor.

3. The amplitude of the temporal tuning function for perpendicular motion, averaged across the opposite directions, is approximately equal to the amplitude of the temporal tuning function for parallel motion, averaged across the opposite directions: The average of the solid curves in Figs. 6C and 6D is identical to the average of the solid curves in Figs. 6E and 6F.

4. This particular neuron is direction selective for perpendicular motion, but it is not direction selective for parallel motion.

Now, consider the entire sample of cells.

First, consider the shapes of the spatial tuning functions for parallel and perpendicular motion. To quantify the differences in the shapes of the spatial tuning functions for the entire sample of cells, we computed (for each cell) the rank-order correlation coefficient for response amplitude and spatial frequency. (Given a perfectly low pass function, the coefficient will be −1.0; whereas, given a perfectly band pass function, the coefficient will be 0.0.) For this sample of neurons, the average rank-order correlation coefficient for perpendicular motion was −0.7, and for parallel motion it was −0.15. The results of this analysis indicate that the spatial tuning is approximately band pass for perpendicular motion and low pass for parallel motion.

Second, consider the shapes of the temporal tuning functions for parallel and perpendicular motion. To quantify the similarity in the shapes of the temporal tuning functions, we computed (for each cell) the correlation coefficient of the response amplitude for parallel motion and the response amplitude for perpendicular motion. Fig. 7A shows a scatter plot of the response amplitude of the cell shown in Fig. 6, for parallel versus perpendicular motion. If the temporal tuning functions are identical in shape, then the responses should fall on a straight line through the origin with a slope equal to the average ratio of the responses. The degree to which the two sets of points fall along a straight line can be quantified by the Pearson correlation coefficient ($r$). As indicated in the figure, the correlation coefficient for this cell is quite high ($r = 0.88$), and thus, on average, the points fall close to the straight line. A histogram of the correlation coefficients for this sample of neurons is shown in Fig. 7B. As can be seen, for most of the cells, the correlation coefficients are quite high. The results of this analysis indicate that the shapes of the temporal tuning functions are quite similar for parallel motion and perpendicular motion.
Third, consider the similarity of the average response amplitudes of the temporal-frequency tuning functions for parallel and perpendicular motion. To quantify this property, we computed (for each cell) two average temporal tuning functions: one for parallel motion (averaged across the opposite directions) and one for perpendicular motion (averaged across the opposite directions). We then took the ratio of the two average temporal tuning functions at each temporal frequency. If the average response amplitude for parallel motion is equal to the average response amplitude for perpendicular motion, then the ratio of the averages should be constant and equal to 1.0, at all temporal frequencies. For the cell shown in Fig. 6, this ratio is equal to 0.81. The results for the sample as a whole are summarized in Fig. 7C, which plots the ratio (±2 standard errors) for each temporal frequency, averaged across all cells. As can be seen, the ratio is approximately constant across temporal frequency; as indicated by the horizontal line, the mean
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was 0.82. The results of this analysis indicate that the average response amplitude for parallel and perpendicular motion is nearly the same across a wide range of temporal frequencies.

Fourth, consider the property of direction selectivity for parallel and perpendicular motion. Fig. 7D shows a scatter plot of the direction selectivity index. Direction selectivity for perpendicular motion is plotted along the horizontal axis, and direction selectivity for parallel motion is plotted along the vertical axis. Many neurons show direction selectivity for perpendicular motion and essentially no direction selectivity for parallel motion (similar to the cell illustrated in Fig. 6). Surprisingly, however, many of the cells show direction selectivity for parallel motion. The solid symbols in the plot show the cases where the direction selectivity index for parallel motion was significantly greater than zero ($P < 0.001$). Particularly surprising is the fact that some cells are considerably more direction selective for parallel motion than they are for perpendicular motion (see data points above the dashed line). The results of this analysis demonstrate that some neurons are more direction selective for perpendicular motion, other neurons are more direction selective for parallel motion, and many neurons are direction selective for both parallel and perpendicular motion. It is worth noting that this same pattern of direction selectivity was observed for the moving spot measurements: The range of direction selectivity for parallel motion is approximately $2/3$ of that for perpendicular motion.

Now, consider the expectations from the standard model (the conventional single axis direction-selective filter described in detail in the Methods) for the spatial- and temporal-frequency tuning functions measured with plaid patterns. The solid curves through the data points for the neuron illustrated in Fig. 6 are the predictions from the standard model. For these predictions, several parameters were allowed to vary: the optimal spatial and temporal frequency, the spatial- and temporal-frequency bandwidth, the base rate, and the direction selectivity. As can be seen, the predictions from the standard model are quite good for this representative neuron, particularly given the fact that the exact same set of parameters was used to generate the curves in all six panels.

In general, independent of the particular parameter values, the standard model predicts the following:

1. The spatial-frequency tuning function is band pass for parallel motion and low pass for perpendicular motion.
2. The shape of the temporal-frequency tuning function is the same for both parallel and perpendicular motion.
3. The temporal tuning functions, when averaged across the opposite directions, are identical for both parallel and perpendicular motion.
4. The responses for the opposite directions of parallel motion are equal (i.e. the direction selectivity index for parallel motion is zero).

All but the last prediction hold approximately for the population as a whole.

Parallel motion direction selectivity

The most significant departure from the predictions of the standard model is that many cells show some degree of direction selectivity for parallel motion (see Fig. 7D). There are several possible explanations for this unexpected result.

One possible explanation for the parallel motion direction selectivity that we have observed is the stochastic nature of cortical neurons. Specifically, given any variability in the response, and a finite sample of measurements, the direction selectivity index will almost always be greater than zero, even for a cell that has no direction selectivity. To assess whether the response variability of the neurons could account for the high degrees of parallel motion direction selectivity observed in this sample, we performed the analysis described in footnote‡. This statistical analysis of the responses revealed that the parallel motion direction selectivity for many cells was greater than what would be expected by chance alone (with a confidence level of 99.9%). Thus, it seems unlikely that response variability can account for the parallel motion direction selectivity that we have measured.

A second possible explanation is imprecise alignment of the plaid pattern with respect to the preferred spatial orientation of a neuron’s receptive field. Such misalignment will introduce errors into the measurements of parallel motion direction selectivity for any neuron that shows a high degree of perpendicular motion direction selectivity. Specifically, the misalignment will introduce spurious parallel motion direction selectivity. In the present set of experiments, the optimal orientation was quantitatively determined from a preliminary measurement of the cell’s orientation tuning function, in order to ensure correct orientation alignment of the plaid patterns. This procedure provided a precise estimate of the preferred orientation: The average 95% confidence interval for the preferred orientation was $\pm 2.3$ deg, and no cell had a 95% confidence interval that exceeded $\pm 5$ deg. Nonetheless, to assess the potential effect of orientation misalignment, we used the single axis standard model to estimate the expected responses of a neuron (with varying degrees of perpendicular motion direction selectivity) to parallel motion, as a function of the degree of orientation misalignment. The results of this analysis show that a misalignment of $\pm 5$ deg introduces only a minor amount of spurious parallel motion direction selectivity in the measurements, even for a neuron with a high degree of perpendicular motion direction selectivity. Furthermore, even large orientation misalignments could not account for the neurons that were equally or more direction selective for parallel motion than for perpendicular motion (see Fig. 7D).

We are therefore left with a third possible explanation: Simply, many cortical neurons are direction selective for motion parallel to their receptive field. Fig. 8 shows the temporal-frequency tuning...
functions of a monkey V1 neuron for both parallel motion and perpendicular motion of a plaid pattern. As can be seen, the responses are nearly identical for the opposite directions of perpendicular motion (Figs. 8A and 8B), but the responses are quite different for the opposite directions of parallel motion (Figs. 8C and 8D). Fig. 9 shows the temporal-frequency tuning functions of a neuron with approximately equal levels of direction selectivity for both parallel motion and perpendicular motion. Taken together, the results illustrated in Figs. 7D, 8, and 9 indicate that many cortical neurons may well be direction selective for parallel motion.

Discussion

Summary of the present work

Recent human psychophysical evidence supports the hypothesis that one of the cues the visual system has available to determine motion direction is the spatial orientation responses produced by motion streaks (Geisler, 1999). Further, computer simulations based upon the standard model of V1 neurons (Geisler, 1999) have suggested that these spatial orientation responses may be encoded by the orientation-selective neurons in primary visual cortex. Specifically, the simulations showed that if a natural feature moves at a sufficient velocity, it should produce the largest responses in those V1 neurons whose preferred spatial orientation is parallel to the direction of motion. This relative maximum response in the distribution of activity across preferred spatial orientation would encode the direction of the moving feature (see Fig. 1).

The aim of the present study was to obtain neurophysiological data relevant to the motion streak hypothesis. To this end, we measured the responses of cortical neurons for motion that was perpendicular to, and motion that was parallel to, the preferred spatial orientation of each neuron’s receptive field (see Fig. 2). The responses to moving spots were measured as a function of velocity, and the responses to plaid patterns were measured as a function of the temporal frequency and the spatial frequency of the two sine-wave components.

The results of the moving spot experiment are consistent with the hypothesis that motion streak signals exist in the primary visual cortex. Specifically, as the speed of spot motion increases, the response of a V1 neuron to parallel motion increases while the response to perpendicular motion decreases; ultimately, the response becomes greater for parallel motion than for perpendicular motion (see Figs. 4 and 5A). Thus, when the motion of a feature in a natural visual scene exceeds some critical value, it will produce larger responses in those V1 neurons oriented parallel to the direction of motion than in those oriented perpendicular to the direction of motion. These results are consistent with the psychophysical evidence for motion streak signals in the human visual system (see Fig. 5B). Further, the results are also consistent with the computer simulations, based upon the standard model, which predict that motion streak signals should exist in V1 neurons.
However, the strength of the argument for the motion streak hypothesis, based solely upon the measured responses to moving spots, is weakened by the fact that the standard model was primarily developed based upon the measurements of responses to motion that was perpendicular to the spatial orientation of the receptive field (that is, to one-dimensional gratings that were moving perpendicular to the orientation of the receptive field or to one-dimensional gratings that were counterphase flickering§), and hence, the predictions of the standard model may not be appropriate for parallel motion.

To address this concern, we measured the responses of V1 neurons to plaid patterns because plaid patterns produce robust responses from cortical neurons, and plaid patterns make it possible to measure the spatial and temporal tuning characteristics of cortical neurons for motion that is parallel to the orientation of the receptive field. The results of the present study show that the measured responses of V1 neurons to plaid patterns are robust (see Figs. 6–9). Further, the responses to plaid patterns are in good agreement with the responses to moving spots. Finally, with the exception of the rather surprising finding that some neurons show direction selectivity for parallel motion, the responses are in good agreement with the expectations from the standard model.

There is one apparent contradiction between the measured responses to spots moving at different speeds and the measured responses to plaids moving at different speeds. In particular, as the speed of a moving spot increases, the ratio of the responses to parallel versus perpendicular motion increases (see Figs. 4 and 5A). In contrast, as the speed of a moving plaid increases, the ratio of the responses to parallel versus perpendicular motion remains approximately constant (see Fig. 7C). Despite this apparent contradiction, this difference in the responses to spots and plaids is actually consistent with the expectations from the standard model. This is because, unlike the motion streak signals that are produced by moving spots (and most other moving patterns in natural scenes), moving plaid patterns should not produce motion streak signals.** Thus, the standard model predicts that the ratio of the responses to parallel versus perpendicular motion should be constant as a function of speed for moving plaids, even though it increases as a function of speed for moving spot stimuli.

In sum, based upon the measured responses to spots and plaids moving parallel and perpendicular to the preferred spatial orientation of the receptive fields, we can conclude that the oriented spatial motion signals available in natural images produce oriented

§Recall that a counterphase flickering grating is equivalent to the sum of two gratings drifting in opposite directions.

**As the speed of a plaid pattern increases, and the white–black spatial variations in the plaid pattern are integrated through time (due to the temporal integration of the visual system), the net effect is to simply reduce the contrast to zero.
Parallel and perpendicular direction selectivity

In contrast to our expectations, based upon the neurophysiological literature and the predictions from the standard model, we found that many cortical neurons appear to display some degree of direction selectivity for motion parallel to the receptive field (see Figs. 6–9). Even more surprising is the finding that for some neurons the direction selectivity for parallel motion was observed to be greater than the direction selectivity for perpendicular motion. The conventional single axis direction-selective filter incorporated within the standard model cannot account for these results.

It is possible that the mechanism for parallel direction selectivity is similar to the mechanism for perpendicular direction selectivity. It has long been thought that perpendicular direction selectivity is the result of certain combinations of nondirection-selective inputs that are position (or phase) shifted appropriately in space and time (Reichardt, 1961; Barlow & Levick, 1965). The conventional view of direction selectivity in primary visual cortex neurons is illustrated in Fig. 10A. This is a very simplified illustration, but it demonstrates the essential concept. When a vertically oriented stimulus moves from left to right, the signals from the nondirection-selective inputs arrive simultaneously at the summation stage (as a consequence of the delay) and thus produce a relatively large response. On the other hand, when the stimulus moves from right to left, the signals arrive at different times and thus produce a weaker response. As illustrated in Fig. 10B, direction selectivity for motion parallel to the spatial orientation of the receptive field can be obtained in a similar fashion by rotating the preferred spatial orientation of the two nondirection-selective inputs. The solid curves in Fig. 8 show the predictions of the standard model with the spatial orientation of the two components simply rotated by 90 deg.

Cortical neurons that show direction selectivity for both perpendicular and parallel motion could potentially be produced by slightly more complex configurations of spatial and temporal offsets. For example, as illustrated by the "mixed case" in Fig. 10C, time delays between the rows (of center/surround units) can produce direction selectivity for perpendicular motion, and time delays within the rows (of center/surround units) can produce direction selectivity for parallel motion. As described in the Methods section, we model the mixed case by generalizing the single axis linear spatio-temporal filter [see eqn. (1)] proposed by Watson and Ahumada (1985) to form a double axis linear spatio-temporal filter [see eqn. (2)]. The solid curves in Fig. 9 show the predictions of a model that allows two axes of direction selectivity.

The standard model, generalized to include double axis linear spatio-temporal filters, predicts that there should be modest asymmetries in the orientation tuning functions for opposite directions of motion, measured with drifting sine-wave gratings. As illustrated in Fig. 7D, the values of parallel direction selectivity range from approximately 0 to 0.6, with a median value of approximately 0.3. The generalized standard model predicts that a parallel direction selectivity of 0.3 should produce an asymmetrical shift in the orientation tuning of only a few degrees: approximately 3 deg for each direction of motion. In other words, modest orientation-tuning asymmetries are an expected side effect of the linear-quadrature models for parallel motion direction selectivity.

The orientation-tuning asymmetries predicted by the generalized standard model are quite small. Nonetheless, we attempted to determine whether they could be detected in the orientation tuning functions we measured for each neuron prior to presenting the spots or plaids (see Methods). To do this, we fitted the orientation responses from each cell with a pair of asymmetric Gaussian functions, where the standard deviations on the two sides of the peak (for each direction of motion) were free to vary, and the separation in the peaks for the opposite directions of motion were also free to vary (a total of 8 free parameters). We found that some cells did show small asymmetries, but they did not appear to be systematically related to the degree of parallel motion direction selectivity. In order to detect the small orientation asymmetries
predicted by the generalized standard model, it would probably be necessary to measure the orientation tuning functions with smaller orientation increments (e.g. every 1 or 2 deg).

Others have measured the direction-selective responses of primary visual cortex neurons with moving plaid and checkerboard patterns (De Valois et al., 1979; Movshon et al., 1985), but they have not reported direction selectivity for motion parallel to the spatial orientation of the receptive field. The explanation seems to be that the spatial components in the previous studies were optimized for some direction of motion other than parallel motion, and hence did not produce sufficiently large responses to measure direction selectivity for parallel motion. For example, the plaid patterns used by Movshon et al. (1985) in V1 are illustrated in Fig. 11A. The grating patterns indicate the two sine-wave components that are summed to create the plaid pattern; the arrows on each component indicate the direction of motion of the component and the other arrows indicate the motion for the whole pattern. For the 90 deg plaid, almost no response is produced by either the parallel or the perpendicular motion because the orientations of the components are 45 deg from the preferred orientation of the neuron. (Note that the average half-bandwidth of V1 neurons is 20 deg.) To obtain a large response, the motion direction must be such that one of the components falls within the orientation bandwidth of the neuron, and thus the motion of that component will be approximately perpendicular to the cell’s preferred spatial orientation. The stimuli used in the present study are illustrated in Fig. 11B. Here, large responses are produced for both parallel and perpendicular motion because the two spatial components are always well within the orientation bandwidth of the neuron.

At first thought, the “parallel motion direction selective neurons” that we have found in V1 might seem similar to the “Type II neurons” that Albright (1984) found in the middle temporal area (MT). Type II neurons show direction selectivity for drifting bars and spots that move approximately parallel to the preferred spatial orientation, as measured with stationary bars. However, Albright (1984) did not find Type II neurons in V1. Furthermore, the parallel motion direction-selective neurons in V1 show direction selectivity for spots that move perpendicular to optimal gratings and bars that are either stationary or drifting. In other words, Type II neurons behave differently when measured with drifting as opposed to stationary bars or gratings, whereas the V1 neurons behave similarly. Finally, given that Rodman and Albright (1989) have demonstrated that the Type II neurons (in area MT) correspond to the pattern direction-selective neurons (also in area MT; Movshon et al., 1985), it is worth noting that Movshon et al. did not find pattern direction-selective neurons in area V1 (see also De Valois et al., 1979). Thus, it seems reasonable to conclude that the area MT Type II neurons do not correspond to the parallel motion direction-selective neurons that we have found in the primary visual cortex. However, it is possible that feedback from MT neurons could contribute to the parallel direction selectivity seen in V1 (Maunsell & van Essen, 1983; Rockland & Van Hoesen, 1994).

Cortical neurons are known to be quite selective: Most individual neurons are simultaneously selective along the dimensions of position, orientation, spatial frequency, temporal frequency, and the direction of motion perpendicular to the preferred spatial orientation (see references cited earlier for the standard model). Here, we have shown that many cortical neurons are also selective for the direction of motion parallel to the preferred spatial orientation. This fact implies that cortical neurons are even more selective than was previously thought; that is, the domain of spatio-temporal stimulation to which the typical cortical neuron responds is even more restricted. The degree of direction selectivity for parallel motion is, on average, less than for perpendicular motion, but it is still substantial, and may have important implications for neural computation and perception.

Temporal-frequency tuning and motion streaks

Motion streak signals are the result of temporal integration in the visual system. Simulations of V1 neuron responses, based upon the standard model (Geisler, 1999), have shown that motion streak signals should exist in the primary visual cortex because of the substantial temporal integration that occurs within the early stages of the visual system. When those simulations were performed, the temporal integration interval for motion that is perpendicular to the orientation of the receptive field of V1 neurons was well established (e.g. Movshon et al, 1978b; Foster et al., 1985; Hamilton
et al., 1989; Hawken et al., 1996); however, the integration interval for motion parallel to the orientation of the receptive field was unknown. Due to this lack of information, Geisler assumed that the temporal integration interval for parallel motion was equivalent to the temporal integration interval for perpendicular motion. As shown in Figs. 6–9, the shape of the temporal-frequency tuning function, and hence the temporal integration interval, is very similar for parallel and perpendicular motion, and thus it substantiates the earlier simulations. Further, this fact indicates that motion streak signals should be present in the responses of V1 neurons under a wide range of circumstances. The temporal-frequency tuning for parallel motion provides an additional estimate, and perhaps a more reliable estimate, of the critical speed at which motion streaks should occur.

It is worth noting that under scotopic conditions, when visual sensitivity is based upon the responses of the rods, the temporal integration interval increases. The integration time for a rod is approximately three times longer than the integration time for a cone (e.g. see Walraven et al., 1990). This implies that under scotopic conditions, when other cues for the direction of object motion are likely to be diminished, motion streak signals may play an even more important role in the perception of motion direction.

**Motion streak signals in V1**

Taken as a whole, the neurophysiological measurements reported here, along with the psychophysical measurements, and simulations, reported elsewhere (Geisler, 1999), strongly suggest that when an image feature moves with sufficient speed it should create a “local orientation maximum,” as illustrated in Fig. 1B. This local orientation maximum could potentially be used to signal the direction of the feature’s motion. Further, because the critical speed for producing a spatial motion streak is relatively low, such signals should be present in V1 under a wide range of natural viewing conditions.

It is reasonable to consider how subsequent brain mechanisms might extract motion direction from these motion streak signals in V1. This is a nontrivial problem because motion streaks provide ambiguous information about motion direction. Specifically, a local orientation maximum (see Fig. 1B) could be the result of (1) an image feature that is moving parallel to the preferred orientation at the maximum, or (2) simply a contour that is aligned parallel to the preferred orientation at the maximum. Further, even if the local orientation maximum is the result of an image feature moving along the orientation at the maximum, the direction of motion along that orientation is uncertain (i.e. it could be moving in either of the opposite directions that is parallel to the preferred orientation).

One possible resolution to the ambiguities inherent in the local orientation maximum could be obtained by combining that signal with the local average direction-selective response. Specifically, the direction-selective response of the local population of V1 neurons could be used to determine the sign of the motion direction (1, −1, or 0). The peak of the local orientation maximum could then be multiplied by this sign. (Note that a sign of 0 corresponds to no movement.) We have shown that when the critical speed is exceeded, this simple mechanism correctly determines the motion direction of moving features within complex natural images (see Fig. 3 in Geisler, 1999).

A second possible resolution to the ambiguities inherent in the local orientation maximum could be obtained by combining the output of the neurons that are direction selective for parallel motion, at a subsequent stage. Specifically, the visual system could construct motion-opponent mechanisms (like those proposed by Adelson & Bergen, 1985; and van Santen & Sperling, 1985), from the neurons that are direction selective for parallel motion (such as the ones illustrated in Figs. 8 and 9). As illustrated in Fig. 12A, such motion-opponent mechanisms can be obtained by differencing the output of two neurons that are direction selective for parallel motion, with opposite preferred directions of motion. A population of such motion-opponent neurons could be used for measuring motion direction from motion streaks signals. Static features would produce no response. However, as illustrated in Fig. 12B, features moving above the critical speed will produce a local maximum in the population of opponent cells. This local maximum response will correspond to the direction of feature motion.

**Glass patterns and motion streak mechanisms**

Some recently reported psychophysical phenomena involving interactions between motion and spatial vision may provide further evidence for a motion streak mechanism. Ross et al. (2000) created dynamic displays where each display frame was a different random
sample of a Glass pattern (which consists of randomly positioned pairs of dots).†† Although such displays contain no coherent motion energy, the subjects reported a strong motion perception in the direction that corresponded to the spatial orientation of the dot pairs. It is plausible that such a Glass pattern could activate a motion streak mechanism. The oriented dot pairs could effectively provide spatial streak signals and the dynamic noise could provide motion signals. Together they could activate a motion streak mechanism that would signal motion parallel to the orientation of the dot pairs (Ross et al., 2000; Burr, 2000). Francis and Kim (1999) report what may be related phenomena in ambiguous three-frame apparent motion displays.

**Motion direction signals**

Motion streak mechanisms are just one of several possible mechanisms the brain uses to determine motion direction. For example, plaid patterns should not produce motion streak signals (see footnote **); however, the direction of motion of plaid patterns can be correctly perceived. Thus, the visual system must use some other cue (or cues) for determining the direction of motion for moving plaids. As noted in the Introduction, there are at least two possible mechanisms: (1) combining velocity components at two or more orientations, and (2) matching or tracking features over time. Furthermore, except under scotopic conditions (when the temporal integration interval is three times longer), motion streaks are unlikely to be an important source of motion direction at slower speeds, unless there exists a specialized (unexplored) population of cells with very long temporal integration times.

With these limitations in mind, the motion streak mechanisms could potentially be very important to the visual system because they are complementary to other mechanisms. As speed increases, estimates of velocity components, and the ability to track features, become less reliable, while estimates of the spatial orientation of motion streaks become more reliable. Similar to the way the visual system determines an object’s depth and distance, the visual system undoubtedly utilizes every available source of information to determine an object’s direction of motion.
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†† A Glass pattern is an image consisting of a large number of randomly placed elements, where each element is a pair of dots. Although the elements are located randomly, the orientation of the elements may be the same or may vary systematically in some fashion across the image.


