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Abstract

Research documents performance decrements resulting from the activation of a negative task-relevant stereotype. We combine a number of strands of work to identify causes of stereotype threat in a way that allows us to reverse the effects and improve the performance of individuals with negative task-relevant stereotypes. We draw on prior work suggesting that negative stereotypes induce a prevention focus, and other research suggesting that people exhibit greater flexibility when their regulatory focus matches the reward structure of the task. This work suggests that stereotype threat effects emerge from a prevention focus combined with tasks that have an explicit or implicit gains reward structure. We find flexible performance can be induced in individuals who have a negative task-relevant stereotype by using a losses reward structure. We demonstrate the interaction of stereotypes and the reward structure of the task using chronic stereotypes and GRE math problems (Experiment 1), and primed stereotypes and a category learning task (Experiments 2a and 2b). We discuss implications of this research for other work on stereotype threat.
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Stereotype Threat Reinterpreted as a Regulatory Mismatch

Stereotypes are a pervasive part of human psychological experience. Starting with Steele and Aronson (1995), research documents the performance decrements resulting from the activation of a negative task-relevant stereotype. These decrements occur in a range of domains from the academic sector to athletic performance and are known as stereotype threat effects (Aronson, Lustina, Good, Keough, & Steele, 1999; Stone, Lynch, Sjomeling, & Darley, 1999). Not confined to laboratory settings, stereotype threat effects can be found in real-world contexts. Steele, James, and Barnett (2002) demonstrated that women in male-dominated fields, such as math and engineering, are more likely than those in female-dominated fields to think about changing their major. They propose that this difference suggests that women are avoiding the possibility of confirming a negative stereotype about their group by switching into fields like the social sciences that do not have negative stereotypes for women.

Because stereotypes are ubiquitous, it is imperative that researchers determine how to mitigate their negative effects on performance. We present data in support of one such method. Using Regulatory Focus Theory (Higgins, 1987, 1997), we suggest that stereotype threat effects are the result of a regulatory mismatch between the motivational state of the individual and the reward structure of the task. This explanation allows us to suggest a straightforward method to reverse stereotype threat effects. Simply, we demonstrate that negative stereotypes can produce better performance than positive ones given a “matching” task reward structure. We call the beneficial pairing of stereotype and task reward structure a stereotype fit. This result has profound practical implications,
because in real-world contexts it may be possible to change the reward structure of a task without changing any other fundamental task characteristics or underlying group stereotypes thereby improving performance by negatively-stereotyped groups.

In this paper, we begin with an overview of stereotype threat effects (Steele & Aronson, 1995) and a brief review of Regulatory Focus Theory (Higgins, 1987, 1997). We review and elaborate on the concept of regulatory fit (Higgins, 1997, 2000; Higgins, Idson, Freitas, Spiegel, & Molden, 2003; Maddox, Baldwin, & Markman, 2006). Finally, we present our experiments that test the interaction of stereotypes and task reward structure using GRE math problems and a classification task that requires flexible processing and discuss the implications of our results. We find that the impact of negative or positive stereotypes depends directly on the nature of the task environment. For high performance domains, like academic testing situations, the task environment is very important and can be manipulated easily. This provides one method for eradicating the performance decrements documented when individuals encounter a negative stereotype.

Stereotype Threat

Starting with Steele and Aronson (1995), laboratory research documents that the activation of a negative task-relevant stereotype has an adverse effect on participants’ performance on tasks. In Steele and Aronson’s studies, Black participants underperformed White participants on tests of intellectual ability when the test was framed as diagnostic of their ability. This framing activates the cultural stereotype that Black participants should underperform relative to White participants on tests of intelligence.
This paradigm can be applied generally when groups have task-relevant negative stereotypes even when the groups are not typically disadvantaged. Aronson, Lustina, Good, and Keough (1999) found that White men, who were told that the purpose of the experiment was to study the superiority of Asians on mathematics tests, scored worse on a math test as compared to men in the control group. In a different domain, Stone, Lynch, Sjomeling, and Darley (1999) demonstrated that Black participants performed worse than the control condition when a golf task was framed as diagnostic of “sports intelligence,” but better than the control when the task was framed as diagnostic of “natural athletic ability.” In contrast, White participants performed worse than the control condition when the task was framed as diagnostic of “natural athletic ability.”

Researchers have manipulated stereotype threat in a number of ways. The most subtle manipulation merely asks participants to note their race on a test form or as part of a demographic questionnaire prior to the test (Steele & Aronson, 1995). Other researchers rely on framing the test as diagnostic of ability, where the ability is thought to be a negative stereotype for a particular group. The strongest manipulation of stereotype threat involves telling participants that another group, specifically the participants’ out-group, out-performs their in-group.

Research on this phenomenon has led to a number of theories that aim to explain stereotype threat. For stereotype-threat to occur, researchers argue that the psychological environment needs to afford stereotype-consistent behavior. That is, the activated stereotype needs to be self-relevant (Cadu, Maass, Frigerio, Impagliazzo, & Latinotti, 2003; Davies, Spencer, Quinn, & Gerhardstein, 2002), and the environment needs to allow for stereotype confirmation in that the stereotype should be applicable (Ben-Zeev,
Fein, & Inzlicht, 2005; Spencer, Steele, & Quinn, 1999). For example, Inzlicht and Ben-Zeev (2003) argue that women in mixed-gender environments are more likely to exhibit behaviors consistent with stereotype-threat than are women in same-gender settings.

A number of social-cognitive explanations for stereotype threat have been put forward, such as participants putting forward too much effort or too little effort, self-handicapping, anxiety, and low performance confidence (Cadinu, Maass, Frigerio, Impagliazzo, & Latinotti, 2003; Smith, 2004). Studies also suggest a connection between the represented stereotype and the corresponding stereotypic behavior (Bargh, Chen, & Burrows, 1996; Wheeler & Petty, 2001). For example, Cadinu et al. (2003) argue that stereotype threat effects occur because of lower performance expectancies, and Schmader, Johns, and Barquissau (2004) provide behavioral data differentiating individuals based on stereotype endorsement. Stereotype endorsement led to decreased confidence in learning new material, lower domain self-esteem, less desire to continue on in related careers, and poorer performance on a math test. Brown and Josephs (1999) demonstrate that math performance differences can be attributed to task-specific concerns.

In addition, some work has related stereotype threat to working memory (Beilock, Jellison, Rydell, McConnell, & Carr, 2006; Schmader & Johns, 2003; Schmader, Johns, & Forbes, 2008). Schmader and Johns (2003) argued that stereotype threat effects are mediated by working memory capacity. Beilock, Jellison, Rydell, McConnell, and Carr (2006) extend this idea and demonstrate that the working memory impairment is caused by explicit monitoring of performance for tasks that have been proceduralized (also see Cadinu, Maass, Frigerio, Impagliazzo, & Latinotti, 2003 for an earlier discussion of the
role of divided attention). This claim is supported by demonstrations of the role of negative thinking under stereotype threat (Cadinu, Maass, Rosabianca, & Kiesner, 2005).

An important part of our research is that stereotype threat influences a person’s motivational state. At present, there are a few motivational accounts of stereotype threat. Stereotype threat has been conceptualized as activation and inhibition of specific stereotypes based on active goals (Fein, von Hippel, & Spencer, 1999; Sinclair & Kunda, 1999). It has also been suggested that stereotype threat produces an increase in system arousal (see Brehm & Self, 1989 for a general discussion on the role of arousal) that affects performance on difficult tasks but not on easy ones (Ben-Zeev, Fein, & Inzlicht, 2005; O’Brien & Crandall, 2003).

Most relevant to our Experiments, Seibt and Förster (2004) argue that activating stereotypes induces regulatory foci, which in turn influence performance. They demonstrate that a negative stereotype induces a prevention focus while a positive stereotype induces a promotion focus. To evaluate this claim, we provide an overview of Regulatory Focus Theory.

**Regulatory Focus Theory**

Regulatory focus is a motivational mechanism that influences people’s sensitivity to potential gains and losses in their environment (Higgins, 1987, 1997). The motivation literature has long made a distinction between *approach* states (those that are desirable) and *avoidance* states (those that are undesirable) (see Carver & Scheier, 1990; Markman & Brendl, 2000; and Miller, 1959 for further discussion). Orthogonal to this distinction, Higgins (1987, 1997) argues that individuals may differ in their relative attention to gains or losses in the environment. A focus on the presence or absence of gains is called a
promotion focus, and a focus on the presence or absence of losses is called a prevention focus. People differ in the chronic accessibility of these foci, but often situations that have salient potential gains or losses may induce a regulatory focus that overcomes a person’s chronic focus (Shah, Higgins, & Friedman, 1998).

Using this framework, Seibt and Förster (2004) advanced an insightful proposal that differences in regulatory focus cause stereotype threat effects. In a series of experiments, they demonstrated that priming individuals with a negative stereotype induces a prevention focus while priming individuals with a positive stereotype induces a promotion focus. On this view, decrements in performance on difficult cognitive tasks arise because the cognitive processes associated with a promotion focus are better-suited to performance on these tasks than are the cognitive processes associated with a prevention focus.

There are several reasons to believe that stereotype threat effects and regulatory focus are related phenomena. Other work has explicitly linked stereotype threat effects with regulatory focus (Forster, Higgins, & Strack, 2000; Keller & Dauenheimer, 2003) by examining the role of regulatory focus in the processing of stereotypic information (Forster, Higgins, & Strack, 2000) and by studying the mediation of stereotype threat by emotions induced by regulatory focus states (Keller & Dauenheimer, 2003). Further, a study of regulatory focus (Keller & Bless, 2006) and a study examining stereotype threat (Brown & Josephs, 1999) used the same manipulation. Brown and Josephs manipulated stereotype threat by framing a test as diagnostic of weak or strong ability. They argued that the weak ability condition corresponds to the negative stereotype women desire to avoid confirming, and the strong ability condition corresponds to the positive stereotype
that men desire to confirm. Keller and Bless manipulated situational focus using the same test framing. However, they argued that the weak ability condition primed a situational-prevention focus and the strong ability condition primed a situational-promotion focus.

More recent work on regulatory focus demonstrates that a person’s regulatory focus typically interacts with salient aspects of the task to determine the cognitive and evaluative processes that are brought to bear on performance. For example, Higgins and colleagues found that the value people give to items in the environment depends on the fit between a person’s regulatory focus and aspects of the items being evaluated (Forster, Higgins, & Idson, 1998; Higgins, 2000; Shah, Higgins, & Friedman, 1998). Higgins argues that a regulatory fit enhances task engagement, which increases the perceived value of the task (Higgins, 2000). On this view, match states feel better than mismatch states (Aaker & Lee, 2006; Cesario, Grant, & Higgins, 2004; Kruglanski, 2006; Sassenberg, Jonas, Shah, & Brazy, 2007).

Another form of fit between regulatory focus and tasks can occur when a person’s regulatory focus matches the reward structure of the task they are performing (Keller & Bless, 2006; Maddox et al., 2006; Shah et al., 1998). A promotion focus increases people’s sensitivity to gains and nongains, and so there is a regulatory fit between individuals with a promotion focus and tasks in which people gain rewards (e.g., points in a task), but a regulatory mismatch for those participants when they must avoid punishments (e.g., losing points). In contrast, a prevention focus increases people’s sensitivity to losses and so there is a regulatory fit between individuals with a prevention focus and tasks for which they must avoid losses, but a regulatory mismatch for those
participants for tasks for which they must achieve gains. Some of these studies use chronic regulatory focus, while others induce a situational focus by having people try to achieve or try to avoid losing a raffle ticket to win money. The reward structure of the task is manipulated to either match or mismatch the regulatory focus by presenting participants with opportunities to gain or lose points for each response.

Stereotype Fit

Table 1 summarizes the interaction between regulatory focus and task reward structure. Our argument is that previous demonstrations of stereotype threat have assessed the left-hand column of this table. Typical cognitive tasks involve an explicit or implicit gain structure. Participants are trying to achieve correct answers to questions and are typically rewarded for being correct. Participants who have a negative task-relevant stereotype have a prevention focus, and thus are in a regulatory mismatch. Because the tasks are difficult, this mismatch leads to poorer performance than is observed in participants who do not have a negative task-relevant stereotype. This latter group either has a positive task-relevant stereotype, in which case they likely have a promotion focus, or else they have no task-relevant stereotype in which case their performance will be driven in part by their chronically accessible regulatory focus.

These predictions are also supported by some prior work on positive stereotypes (Quinn & Spencer, 2001; Shih, Pittinsky, & Ambady, 1999; Walton & Cohen, 2003; Wraga, Helt, Duncan, & Jacobs, 2006). First, Wraga et al. (2006), Walton and Cohen (2003), and Shih et al. (1999) present evidence for improved performance by groups with positive stereotypes. Walton and Cohen label this phenomena stereotype lift. In a meta-analytic review of 43 studies, they found improved performance by the non-negatively
stereotyped group in the stereotype-relevant condition as compared to the stereotype-irrelevant or control condition. In our Table 1, this effect is located in the leftmost column of Table 1. That is, individuals with positive stereotypes are expected to do well in gains tasks.

Much of the work on stereotype threat has been completed using verbal and math tests and has used a gains context. Unintentionally creating a gains context, Steele and Aronson (1995) told subjects that they should not expect to get many questions correct in all experimental conditions. Merely mentioning correct responding may be enough to frame a test as a gains environment. Therefore, Steele and Aronson created a regulatory mismatch when Black participants were told the test was diagnostic of their ability or had their race highlighted. These Black participants were prevention-focused in a gains environment. Likewise, Keller and Dauenheimer (2003) created a gains environment by emphasizing to students that they needed to solve as many problems as possible and demonstrated the classic stereotype threat effect with women and math.

Similarly, Spencer, Steele, and Quinn (1999) asked participants to take the GRE (see also Quinn & Spencer, 2001). As part of the test instructions, participants read the standard GRE scoring from 1999: correct items get 1 point, blank items get no deductions, and incorrect items get a deduction to correct for guessing. Technically-speaking, this point structure is a mixed structure composed of both gains and losses. However, the correct and blank items’ scoring matches a gains environment and the incorrect scoring is a small loss that may not be well understood by participants. As such, this test context is more of a gains environment than a losses environment. Thus, we suggest that the female participants in this study had a situational prevention focus
because of the negative stereotype. In contrast, men have a positive self-relevant stereotype (or perhaps no active self-stereotype), and so they are likely to have a promotion focus. Because this was gains environment, females were likely to be in a regulatory mismatch, but males were likely to be in a regulatory fit, and so women should (and did) perform worse than men on this task.

Our analysis suggests that if we assessed the performance of participants in a loss condition (the rightmost column of Table 1), then the effects of having a negative task-relevant stereotype should reverse. That is, participants with a negative task-relevant stereotype should actually do better when there is a loss reward structure than should those participants with a positive task-relevant stereotype because individuals with a negative stereotype are experiencing stereotype fit.

We test our predictions in two experiments. Experiment 1 uses problems from the quantitative GRE. We replicate the method used by Spencer et al. (1999) to create a situation where stereotypes would be active, thereby inducing regulatory foci. Students were told that they were going to take a math test given to a large group of students. Relying on the stereotype threat literature, we assume that women have a negative math stereotype, while men do not. We manipulated the task reward structure in a manner consistent with prior work on regulatory fit (Maddox et al., 2006). Half of the students gained more points for correct responses than incorrect responses (i.e., the gains version) while half lost fewer points for correct responses than incorrect responses (i.e., the losses version). We predict that women will perform better in the losses version of the GRE test than in the gains version, while men will show the opposite pattern of data. Importantly, this result would show that it is possible to improve the performance of women on a
standardized test by altering the reward framing of the test, while leaving the actual test unchanged.

Experiments 2a and 2b further investigate our predictions and a possible mechanism for our effects. We transfer our results to a new domain, classification learning. We picked this domain because work in classification learning suggests that flexibility (defined as the degree to which people test many rules to correctly solve the task) may be a possible mechanism to explain the interaction of regulatory focus and reward structure (Grimm, Markman, Maddox, & Baldwin, 2008; Maddox et al., 2006). We discuss this mechanism in more detail in the introduction to Experiment 2. Furthermore, we have models from the classification literature that we can use to analyze participant responses (Ashby & Maddox, 1993; Maddox & Ashby, 1993). These models allow a more detailed understanding of how participants completed the classification task.

EXPERIMENT 1

This experiment examines performance on quantitative GRE problems. Previous research suggests that women have a negative math stereotype, while men do not. We manipulate the reward structure of the task, so that half of the participants gain points for each response, but get more points for correct than incorrect responses, and half of the participants lose points, but lose fewer points for correct responses than for incorrect responses. We predict that women will experience stereotype fit and perform better in the losses version of the GRE test than in the gains, while men will perform better in the gains version relative to the losses version. Furthermore, we predict that we will replicate
the stereotype threat literature, as we interpret it, and find that men perform better than women in the gains version of the GRE test.

Method

Participants and Design

Seventy-nine undergraduate students (37 men and 42 women) at the University of Texas at Austin participated for course credit. Half of the women and 20 men were randomly assigned to the gains reward structure. The remaining participants were assigned to the losses reward structure. This Experiment had a 2 (Gender: Male, Female) \( \times \) 2 (Reward Structure: Gains, Losses) design. Reward Structure was manipulated between subjects.

Materials and Procedure

Participants were tested in individual cubicles in a room containing approximately equal numbers of men and women. Participants first completed the Regulatory Focus Questionnaire (RFQ: Higgins et al., 2001), and questionnaires for two constructs, worry and anxiety, that have been linked to a prevention focus (Higgins, 1997), the Beck Anxiety Inventory (BAI: Beck, Epstein, Brown, & Steer, 1988), and the Penn State Worry Questionnaire (PSWQ: Meyer, Miller, & Metzger, 1990). We used the RFQ as a measure of chronic promotion and chronic prevention focus. This questionnaire asks participants to rate the frequency of specific events in their lives. The PSWQ requires the participants to rate how true displayed items are of them and the BAI requires the participant to report how much they have been bothered by a range of symptoms in the last week, such as “terrified”, “nervous”, and “faint”. We used all of these questionnaires
to determine if there were any group differences prior to telling participants about the purpose of study.

Next, using a slightly altered stereotype manipulation from Spencer et al. (1999), participants were told, “We are developing some new tests and we are evaluating across a large group of University of Texas students. Today you will be taking a math test. This test is designed to be diagnostic of your math ability.” Participants in the gains condition were told that they would earn two points for each correct answer and zero points for each incorrect answer and that their goal was to get 36 points (e.g., 90% correct) and participants in the losses condition were told they would lose 1 point for each correct response and 3 points for each incorrect response and that their goal was to lose no more than 24 points (e.g., 90% correct).1 To continue to the next screen, participants were told to press “F” if they were female or “M” if they were male to continue.

Directly after reading about the math test, we asked participants to rate: “how well do you think you will perform in this task on a scale of 1 to 9, where 1 = very bad and 9 = very good? How much do you like the task? (1 = not at all, 9 = very much) and How motivated are you to do well on the task (1 to 9)”’. Next, the participants took the Positive and Negative Affect Schedule (PANAS: Watson, Clark, & Tellegen, 1988) which is a 20 adjective checklist that asks participants to report current emotional states. The PANAS gives us a measure of the positive and negative affect prior to completing the problems.

Participants completed 20 questions from the quantitative section of the general section of the Graduate Record Examination (GRE). These problems assume knowledge of arithmetic, algebra, trigonometry, and geometry (Educational Testing Service, 2004). Problems were presented in a box on the left side of the screen one at a time. Participants
were able to track their progress using a vertically oriented “point meter”. The point meter was located on the right side of the screen and was 750 x 50 pixels. The 0 point was marked on the meter as was the 90% criterion line. Every time a participant correctly answered a question, they heard a “ching” sound and the word “Correct” appeared on the screen. When participants were incorrect, they heard a buzzer and the word “Incorrect” appeared.

For participants in the gains task, the point meter started at 0, located at the bottom of the point meter. Also, the 90% criterion line was labeled “36 points”. For participants in the losses task, the point meter started at 0 but 0 was located at the top of the point meter and the bonus criterion was labeled “-24 points”. Samples of the gains and losses task screens are in Figure 1.

After the GRE test, we asked participants to report on a 9-point scale, anchored by strongly disagree and strongly agree, the extent they agreed with the following statements: (1) I am good at math and (2) It is important to me that I am good at math (see Spencer et al., 1999). Also, we asked subjects to report their typical grade in a math course. We collected this information after the GRE test, unlike Spencer et al., because we did not want these ratings interfering with our results.

Results

To test our hypotheses, we first report our analyses for the interaction of Gender and Reward using accuracy as a dependent measure. Next, we examine alternative explanations for our findings by looking at the individual difference measures collected before participants began the study. We consider whether chronic regulatory focus can account for our effects and examine whether there were prior group differences between
men and women that might explain the results using Analysis of Covariance with
questionnaire scores as potential covariates. We also consider the influence of math
importance ratings using regression and break down our data set to include only those
participants who endorsed the statements, “I am good at math” and “It is important to me
that I am good at math.” We include these analyses to parallel those done by Spencer et
al. (1999).

Stereotype Fit

The data were analyzed using an analysis of variance (ANOVA) with Gender
(Male, Female) and Reward Structure (Gains, Losses) as between-participants’ factors.
The dependent measure was the percent of problems correctly solved out of the number
attempted. All participants attempted all 20 problems. This analysis revealed a
significant two-way interaction between Gender and Reward Structure, $F(1,75) = 6.46,$
$\text{MSE} = 249.26$, $p < .05$ (see Figure 2). To examine this interaction, we compared the
average accuracy scores within each gender for gains and losses. As predicted, women
(i.e., negative math stereotype) who performed the losses GRE test performed
significantly better ($M = 50.0$) than women who performed the gains GRE test ($M =
37.62$) $F(1,40) = 6.45$, $p < .05$. There was not a statistically reliable difference for the
men in the gains ($M = 50.75$) and losses ($M = 45.0$) tests, despite being in the predicted
direction. Critically, we also tested within Reward Structure for Gender to replicate the
classic stereotype threat effect. In the gains GRE test, men ($M = 50.75$) performed
significantly better than women ($M = 37.62$) $F(1,39) = 7.09$, $p < .05$.

Chronic Regulatory Focus and other possible Mediators
We predict that the stereotypes activated in the testing situation, which induce the situational regulatory focus states, override the influence of chronic regulatory focus, which is assessed by the RFQ. The RFQ does not assess situationally-induced focus and we collected the RFQ prior to the experimental manipulation. To ensure that our observed differences did not reflect chronic regulatory focus, we used the RFQ to categorize participants as chronic promotion or chronic prevention. Those who scored higher on promotion relative to prevention were categorized as chronic promotion and vice versa. We analyzed our data using an ANOVA with Chronic Focus (Promotion, Prevention) and Reward Structure (Gains, Losses) between participants and percent correct as the dependent measure. The interaction between Chronic Focus and Reward Structure was not statistically significant, $F = .05$.

We analyzed the other questionnaire data collected during the experimental session. We found several pre-existing differences (i.e., prior to the stereotype-relevant task instructions) between the men and women in our sample. Women scored higher on the PSWQ ($M = 54.9$) than men ($M = 48.1$), $t (77) = 2.56, p < .05$; and higher on the BAI ($M = 33.7$) than men ($M = 29.3$), $t (77) = 2.83, p < .05$. After the description of the math test, women reported that they expected to like the task less ($M = 6.3$) than men ($M = 7.0$), $t (77) = 1.97, p = .053$.

While we find these differences interesting (and potentially important) we do not try to explain them here. Instead, we use Analysis of Covariance (ANCOVA) to determine whether the significant gender effects found in the questionnaire data could account for our interaction effect of interest. To this end, we completed ANCOVAs with Gender and Reward and each of the questionnaire scores above as continuous predictors.
(i.e., covariates) of task performance. We included the interaction between the covariate and Reward in our model to ensure that our interaction between Gender and Reward was estimated without bias (see Yzerbyt, Muller, & Judd, 2004 for a detailed discussion).

When the PSWQ scores were used in an ANCOVA, there was an interaction of Gender and Reward ($F(1,73) = 9.48, \text{MSE} = 231.66, p < .05$), an interaction of Reward and PSWQ ($F(1,73) = 4.86, \text{MSE} = 231.66, p < .05$), and a main effect of Reward ($F(1,73) = 5.41, \text{MSE} = 231.66, p < .05$). The inclusion of BAI scores in an ANCOVA resulted in only an interaction of Gender and Reward ($F(1,73) = 7.27, \text{MSE} = 252.79, p < .05$).

Lastly, when the liking scores were used in an ANCOVA, there was an interaction of Gender and Reward ($F(1,73) = 6.67, \text{MSE} = 235.84, p < .05$), and a main effect of Liking ($F(1,73) = 4.36, \text{MSE} = 235.84, p < .05$). These analyses demonstrate that our Gender x Reward Structure interaction is robust even after controlling for differences between men and women. In addition, performance expectations did not drive our effects. Women expected to perform worse, but in fact, performed just as well as men in the losses version of the task. Likewise, positive or negative affect did not influence our effects.

To align our theoretical perspective with previous work on stereotype threat, we examined the relationship between math importance and our effects. Math importance is positively correlated ($r = .4$) with accuracy. To examine this relationship, we ran a multiple regression using math importance (centered) as a continuous predictor, and Gender, Reward and the interaction of Gender and Reward as categorical predictors of percent correct. The regression was significant, $F(4,74) = 5.71, \text{MSE} = 216.53, p < .05$ and $R$-square = .24. Both math importance ($B = 2.59$) and the interaction component ($B = -3.79$) were significant predictors, $p < .05, t = 3.5$ and -2.26, respectively.
Second, we performed a median split and selected participants who more strongly endorsed the claims “I am good at math” and “It is important to me that I am good at math.” We had 18 women (8 in gains and 10 in losses) and 20 men (10 in both gains and losses) in this sample. The data were analyzed using an ANOVA with Gender (Male, Female) and Reward Structure (Gains, Losses) between participants and percent correct as the dependent measure. This analysis revealed a significant main effect of gender, $F(1,34) = 4.71$, $MSE = 189.92$, $p < .05$, qualified by a two-way interaction between Gender and Reward Structure $F(1,34) = 6.84$, $MSE = 189.92$, $p < .05$. Men ($M = 56.5$) performed significantly better than women ($M = 46.75$). To examine the interaction, we compared the average percent correct within each gender for gains and losses. As predicted, women in the losses GRE test performed significantly better ($M = 53.5$) than women who performed the gains GRE test ($M = 40.0$) $F(1,34) = 4.26$, $p < .05$. There was not a statistically reliable difference for the men in the gains and losses tests, $p = .11$. Men in the gains task ($M = 61.5$) performed better than men in the losses GRE test ($M = 51.5$). Furthermore, analyzing the data in a manner consistent with stereotype threat, men performed significantly better than women in the gains GRE test $F(1,16) = 10.82$, $p < .05$.

**Discussion**

Men and women completed problems from the quantitative section of the general GRE. Half of the men and half of the women completed a gains version of the GRE test, while the remainder completed a losses version. We theorized that work done on stereotype threat has typically used a gains-type environment and that individuals with negative stereotypes underperform because they are experiencing a regulatory mismatch. Therefore, we predicted that we would replicate stereotype threat effects, with men
performing better than women, in the gains version of our GRE test because men would be experiencing stereotype fit. However, we also predicted that women would experience stereotype fit in the losses GRE test and perform better than in the gains GRE test.

We found support for our interpretation of the stereotype threat literature and stereotype fit. In the gains version of the GRE test, men performed better than women as predicted. More importantly, women in the losses version performed 12.38% better than women in the gains version. This is a meaningful performance improvement. Moreover, women in the losses GRE test ($M = 50.0$) performed just as well as men in the gains GRE test ($M = 50.75$). This result suggests that our method can eliminate the classic stereotype threat effect by changing the task environment to produce a stereotype fit for those with negative task-relevant stereotypes.

We did not find a full cross-over interaction. Men in the gains GRE test did better than those in the losses GRE test, but not statistically. We believe that the negative math stereotype for women is stronger than the positive math stereotype for men. As such, the positive stereotype may not have influenced the behavior of men to the same degree. We do not believe stereotype fit effects to be unique to women and will explore this issue in Experiment 2.

To align our study with previous work on stereotype threat and math importance, we also focused our analyses on participants who endorsed statements about math importance and math ability. First, we found that both math importance and the interaction of Gender and Reward were significant predictors of our effects. Second, using a subset of our data in secondary analyses, which had less power because they
included only approximately 10 participants per group, we still find an interaction of
Gender and Reward for these participants, and a significant effect for women who do
better in losses than gains. We do find a 10% advantage for men in the gains GRE test
over men in the losses GRE test, but because of the small number of participants included
in this analysis, the difference is not statistically reliable.

This study demonstrates a stereotype threat effect using a pre-existing stereotype
and a task that people often perform outside of the lab. This study also connects directly
to previous research that has used a similar paradigm. However, it is difficult to use this
task to provide support for the claim that the root of this effect lies in the degree of
flexibility engendered by the interaction of a motivational state created by a negative self-
relevant stereotype and the reward structure of the task. To explore this issue more
directly, we turn to an experimental setting that permits us to describe changes in
people’s behavior in a more fine-grained way.

For this purpose, we use a classification task in which participants learn to
classify lines that vary in length, orientation, and position on the screen. We chose this
domain because it is well-understood and there are data analytic models that provide a
means to analyze the strategies participants use to solve the task. These qualities allow us
a greater chance to uncover possible mechanisms behind our effects than was possible
with the GRE problems used in Experiment 1.

Because there are no pre-existing stereotypes related to perceptual classification,
we were able to create arbitrary stereotypes for participants. In Experiments 2a and 2b,
we use gender stereotypes, but across studies, we vary the stereotype given. In
Experiment 2a, participants are told that women are better at the classification task than
men, while in Experiment 2b, participants are told that men are better at the classification task than women. Like Experiment 1, half of the participants gain points and half lose points. We predict that our effects will not only be true for chronic stereotypes but for primed stereotypes as well because both activate regulatory focus states. Therefore, we predict that the two-way interaction between Gender and Reward observed in Experiment 1 will go in different directions in Experiments 2a and 2b leading to a 3-way interaction.

We use a classification task from Maddox, Baldwin, and Markman (2006). In Maddox et al., participants were given a perceptual classification task in which they had to learn to classify lines that varied in their length, position, and orientation. The task required learning a subtle classification rule involving the length and orientation of the lines. A simple rule involving only the highly salient position dimension would yield good performance, but not sufficiently good performance to achieve the performance criterion. Thus, this task requires flexibility to stop using an obvious but suboptimal rule and to try less obvious but more effective strategies for classifying the items. Simply, participants need to continue to search the rule space until they find the correct rule to use to classify the items. Flexibly trying rules leads to better performance, because the participants must try and abandon a number of incorrect rules prior to discovering the correct one.

Maddox et al. (2006) gave participants either a situational promotion focus by giving them the opportunity to obtain a raffle ticket for a drawing to win $50 if their performance exceeded a criterion or a situational prevention focus by giving them a raffle ticket for this drawing and telling them that they could keep the ticket as long as their performance exceeded the criterion, otherwise, they would lose it. The reward structure
of the classification task was manipulated between subjects as well. Participants given a gains reward structure received points for every response, but got more points for correct responses than for incorrect responses. Participants given a losses reward structure lost points for every response, but lost fewer points for correct responses than for incorrect responses. Participants with a regulatory fit (i.e., a promotion focus with gains, or a prevention focus with losses) performed better and were more likely to achieve the performance criterion than were participants with a regulatory mismatch (i.e., a prevention focus with gains or a promotion focus with losses).

An important reason for using this classification task is that it allows researchers to fit mathematical models to the data in order to describe the strategies used by individual participants on a block-by-block basis. Maddox, Baldwin, and Markman (2006) found that early in learning, participants’ performance was best characterized as using a simple rule along one dimension. Later, participants learned to classify on the basis of the correct two-dimensional rule. Participants with a regulatory fit found the correct two-dimensional rule earlier in the task than did those with a regulatory mismatch. That is, they engaged in more flexible processing.

The study just described is one in a series of experiments demonstrating that regulatory fit leads to flexibility and exploration in a variety of settings including classification, decision making, and foraging (Grimm, Markman, Maddox, & Baldwin, 2008; Maddox, Baldwin, & Markman, 2006; Maddox, Markman, & Baldwin, 2007; Markman, Baldwin, & Maddox, 2005; Markman, Maddox, & Baldwin, 2005; Markman, Maddox, & Worthy, 2006; Markman, Maddox, Worthy, & Baldwin, 2007; Worthy, Maddox, & Markman, 2007). Across these studies, the effects of regulatory fit are nearly
identical for participants with a promotion focus and a gains reward structure and participants with a prevention focus and a losses reward structure.

These regulatory fit findings are consistent with those from the literature on chronic regulatory focus and on stereotype threat if we apply our interpretation of the literatures. For example, if we assume that studies of chronic focus (i.e., promotion versus prevention) typically used gains tasks, then they were comparing promotion participants experiencing fit to prevention participants experiencing mismatch. Förster and Higgins (2005) argue that a promotion focus supports more global processing while a prevention focus supports more local processing. Evidence for this claim comes from embedded figures tests (Forster & Higgins, 2005), tests of creative performance (Friedman & Förster, 2001), preferences for stability and change (Liberman, Idson, Camacho, & Higgins, 1999), hypothesis generation (Liberman, Molden, Idson, & Higgins, 2001), and probability estimates for conjunctive and disjunctive events (Brockner, Paruchuri, Idson, & Higgins, 2002). For example, Friedman and Förster (2001) motivated the prediction that a promotion focus leads to greater creativity by assuming that security related concerns associated with a prevention focus historically required the individual to focus more on specific aspects of their local surroundings. A promotion focus does not require this attention to detail. They suggest that this fundamental difference evolved into different processing styles induced by regulatory foci. Being in a particular focus promotes a scanning of the environment to find things which are consistent with goal strivings to increase the likelihood of goal attainment. A prevention focus supports attention to more concrete details while a promotion focus supports attention to more ideal and more abstract elements.
Applying our regulatory fit framework, if most tasks are implicit or explicit gains environments, then the evidence found in favor of a promotion focus supporting more elaborative/flexible/creative processing is in fact evidence for flexible processing in regulatory fit. Critically, flexible abstract processing is a hallmark of a regulatory fit, not of a promotion focus, just as detailed local processing is a hallmark of a regulatory mismatch, not of a prevention focus.

In the stereotype threat literature, many of the tasks used require flexible and elaborative processing, such as the verbal GRE (Steele and Aronson, 1995) and the quantitative GRE (Spencer et al., 1999). Most closely related to the present study, Quinn and Spencer (2001) found reduced strategy use given stereotype threat. In their study, women and men completed a series of math problems from the SAT while verbalizing their thought processes. Quinn and Spencer coded the number of problem solving strategies used by participants. They found that women in the stereotype threat condition failed to find any strategy 14% of the time as compared to 2% in the control condition. This finding maps directly on to our claim that participants in a regulatory mismatch (i.e., negative stereotype in a gains task) will display less flexible processing or rule testing as compared to participants in a regulatory match or stereotype fit (i.e., positive/neutral stereotype in a gains task).

To analyze our data from the classification task and test for evidence that flexibility is the mechanism responsible for our effects, we turn to decision-bound modeling (Ashby & Maddox, 1993) to uncover the strategies used by participants to classify lines. We use models to determine if more participants in a stereotype fit than in a stereotype mismatch find and use the correct rule to classify the stimuli. Finding this
correct rule requires participants to test and discard simpler rules and then expand their problem space to test rules that use two dimensions. There is an established literature suggesting that people start with simple unidimensional rules and change to more complex rules in most classification tasks (Bruner, Goodnow, & Austin, 1956). Following Maddox, Baldwin, & Markman (2006), we hypothesize that participants start with simple unidimensional rules to classify the stimuli and then switch to the more complex conjunctive rule on length and orientation that can provide a means to exceed the 90% accuracy criterion. We believe that participants experiencing a stereotype fit will be more likely to abandon the simple rules in favor of the more complex conjunctive rule.

EXPERIMENTS 2A AND 2B

To summarize our design and predictions, in this study we told participants about gender stereotypes that relate to their performance in a perceptual classification task. In Experiment 2a, we told male and female participants that this classification task is one for which women have previously been demonstrated to do better than men. In Experiment 2b, we presented participants with the opposite story, so participants were told that men perform better than women at this classification task. In both studies, the negative task-relevant stereotype was expected to create a prevention focus, and the positive task-relevant stereotype was expected to create a promotion focus.

Participants were then given the classification task with a gains or a losses reward structure. Thus, we predict that participants with a negative task-relevant stereotype will have a stereotype fit when the task has a losses reward structure, and so they should perform better and be more likely to find and use the correct classification rule than when
the task has a gains reward structure and they have a mismatch. In contrast, we predict that participants with a positive task-relevant stereotype will have a stereotype fit for the gains reward structure, and thus should perform better and be more likely to find and use the correct classification rule than when they perform the task with a losses reward structure and have a regulatory mismatch.

Method

Participants and Design

Eighty undergraduate students (40 men and 40 women) at the University of Texas at Austin were given $8 for their participation in Experiment 2a and another group of 80 students (40 men and 40 women) at the University of Texas at Austin were given $8 for participating in Experiment 2b. Half of the men and half of the women were randomly assigned to the gains and losses reward structures. Each Experiment had a 2 (Gender: Male, Female) × 2 (Reward Structure: Gains, Losses) design. Reward Structure was manipulated between subjects.

Stimuli and Stimulus Presentation

Participants viewed stimuli on a computer screen and were asked to classify a set of items into one of two categories. The stimuli to be categorized were lines that varied across items in their length, orientation, and position within a box on the screen. The stimulus structure is shown in Figures 3 and 4. For Category A, there were 24 stimuli sampled from each of 12 bivariate normal distributions on length and orientation resulting in 288 stimuli. For Category B, there were 72 stimuli sampled from 4 bivariate normal distributions on length and orientation resulting in 288 stimuli. The position
dimension was sampled independently of length and orientation for each category: Category A used a univariate normal distribution with a mean of 253 pixels and a standard deviation of 75 and Category B used a univariate normal distribution with a mean of 397 pixels and a standard deviation of 75.\(^2\) The lines were presented inside of a black 650 x 650 pixel box, centered vertically, and were randomly ordered for each participant in each block. There were 48 trials in each block and 12 blocks.

The stimuli were generated such that using the position on the screen or the orientation of the line or the length of the line to classify the stimuli results in 83% accuracy for a block of trials. For example, Figure 3 shows the stimulus space and the set of items. Each of the three possible dimensions (length, orientation, and position) is represented; each point is a specific line stimulus. This stimulus space is being divided by a plane representing a decision criterion set using position. A subject using this decision bound would classify all stimuli falling above the bound into Category A and all stimuli falling below the bound into Category B. These unidimensional rules are fairly easy to verbalize and are salient to participants (Maddox, Baldwin, & Markman, 2006). However, in this example, using a position decision criterion only allows for 83% correct classification.

There is an optimal decision bound for this task that, if used, yields 100% accuracy on the task. This decision criterion requires a rule that takes into account both length and orientation. This rule is: If the length is long and the orientation is steep, then respond Category A; otherwise, respond Category B (please see Figure 4 for a graphical representation of this rule). In order for participants to perform well in the task, they
need to abandon the use of easier unidimensional rules in favor of the more complex conjunctive one. This switch requires cognitive flexibility.\textsuperscript{3}

\textit{Materials and Procedure}

As for Experiment 1, participants were tested in individual cubicles in a room with approximately the same number of men and women. Participants first completed the RFQ, the PSWQ, and the BAI. At the beginning of the classification task, participants were told that their job was to learn to classify items into two categories. Following the questionnaires, to induce a stereotype our participants in Experiment 2a read: “This is an experiment testing sex differences in spatial abilities. Previous research has shown that women perform better than men on tests of spatial ability.” Thus, women in this task have a positive task-relevant stereotype and men have a negative task-relevant stereotype.

In Experiment 2b, all participants read: “This is an experiment testing sex differences in spatial abilities. Previous research has shown that men perform better than women on tests of spatial ability.” This primes men with a positive task-relevant stereotype and women with a negative task-relevant stereotype. Participants in both Experiments read text on the screen requiring them to note their gender by pressing “F” for female and “M” for male to advance in the computer task.

In the gains version of each experiment, participants were told that the group assigned the positive stereotype tended to earn more than 86 points per block, which is equivalent to the 90\% correct criterion (correct on 43 of 48 trials), and the other group tended to earn fewer. In the losses version, participants were told that the group assigned the positive stereotype tended to lose less than 58 points per block, which is again
equivalent to the 90% criterion (correct on 43 of 48 trials), and the other group tended to lose more. Next, we asked participants to rate: “how well do you think you will perform in this task on a scale of 1 to 9, where 1 = very bad and 9 = very good? How much do you like the task? (1 = not at all, 9 = very much) and How motivated are you to do well on the task (1 to 9)” and then participants took the PANAS to get a measure of their positive and negative affect prior to completing the classification task.

We used the same progress meter and stimulus presentation box from Experiment 1. Because a different number of points were available, in the gains condition the 90% criterion line was labeled “86 points”. For participants in the losses task, the bonus criterion was labeled “-58 points”.

Each participant completed 12 blocks of trials with 48 trials. For each trial, the stimulus was displayed until the participant responded “A” or “B”. Following feedback, the stimulus display disappeared for 250ms for the inter-trial-interval. The point meter always remained visible.

After the classification task, participants completed a final set of questionnaires. Participants completed the PANAS to get a measure of positive and negative affect after the classification task. Participants were also asked to rate how well they believed they performed overall, how well they performed relative to men, and how well they performed relative to women.

Results

To test our hypotheses, we performed two different sets of analyses. First, we analyzed the accuracy data to determine how the interaction of Reward Structure and Gender influenced a basic performance metric. We computed the first block that each
participant met or exceeded the criterion (90% correct) and the average accuracy for each participant in each block of trials. Second, we used quantitative models to examine the strategies used by participants to learn the task. By identifying the strategies likely to be implemented by participants, we are able to make claims about the processes used during the perceptual classification learning task and the possible mechanisms of stereotype fit. Third, we consider the influence of chronic regulatory focus and other possible mediators.

*Behavioral data and Stereotype Fit*

To test the interaction of Gender and Reward Structure across Experiments, we analyzed the first block participants reached or exceeded the criterion using an ANOVA with Experiment (2a, 2b), Gender (Male, Female), and Reward Structure (Gains, Losses) between participants. Any participant who failed to meet the criterion during the experiment was coded as a 13. This was done because this was the minimum value possible for a participant who had not met the criterion during the course of the 12 block experiment. This analysis revealed a significant three-way interaction between Experiment, Gender, and Reward Structure, $F(1,152) = 7.39$, $MSE = 12.3$, $p < .05$. To examine this three-way interaction, we looked for our predicted two-way interaction between Gender and Reward Structure within each Experiment. For Experiment 2a, an ANOVA with Gender (Male, Female) and Reward Structure (Gains, Losses) revealed the predicted interaction, $F(1,152) = 4.56$, $MSE = 12.3$, $p < .05$. For Experiment 2b, an ANOVA with Gender (Male, Female) and Reward Structure (Gains, Losses) revealed the predicted interaction, $F(1,152) = 2.98$, $MSE = 12.3$, $p = .08$ (marginally-significant).
Within each of these interactions, we examined group differences using independent samples t-tests. For Experiment 2a, men in the losses condition exceeded the criterion sooner (after 3.65 blocks on average) as compared to men in the gains condition (after 5.2 blocks on average). This difference is marginally significant \([t (38) = 1.51, p = .07]\). Women in the gains condition exceeded the criterion sooner (after 4.9 blocks on average) as compared to women in the losses condition (after 6.85 blocks on average), \([t (38) = 1.92, p < .05 \text{ (one-tailed)}]\). For Experiment 2b, men in the gains condition exceeded the criterion sooner (after 4.8 blocks on average) as compared to men in the losses condition (after 7.15 blocks on average), \(t (38) = 1.91, p < .05 \text{ (one-tailed)}\). Women in the losses condition exceeded the criterion sooner (after 6.25 blocks on average) as compared to women in the gains condition (after 6.8 blocks on average), but this difference is not statistically reliable.

Second, while the preceding analyses focus on a global performance metric, this metric does not allow us to take advantage of the correlations that exist in our accuracy data over time. Each participant has a score for each of the 12 blocks of trials. To take advantage of these correlations across time, we performed a discriminant function analysis. This analysis creates a linear discriminant function that distinguishes the groups based on their data over time. That is, a function was generated using the accuracy data from the 12 blocks as continuous predictor variables; one variable representing each block of trials. Next, we used Bayes’ rule and the discriminant function to predict to which experimental group each participant belonged. We then tested to see if the predictions were significantly better than chance assignment of participants to groups. If
the predictions are above chance, then our groups differed significantly when the pattern of their accuracy data over the course of the experiment is taken into account.

First, we modeled the performance of participants in a stereotype fit and those in a mismatch. The model correctly classified 70% of the participants into these two groups in Experiment 2a and correctly classified 67.5% of the participants in Experiment 2b, both classifications are significantly greater than chance, \( p < .05 \) (chance classification is .5 because there are two groups). Looking within Gender for each Experiment, we tested for whether the model could correctly classify gains and losses participants better than chance. In Experiment 2a, the model correctly classified men and women into gains and losses tasks 75% and 70% of the time, respectively, both significantly greater than chance, \( p < .05 \). In Experiment 2b, the model correctly classified men and women into gains and losses tasks 85% and 67.5% of the time, respectively, both significantly greater than chance, \( p < .05 \).

The reason for the good performance of the models is obvious when the overall patterns in the data are considered (see Figure 5). As predicted, for Experiment 2a, men in the losses task performed better than men in the gains task and in fact were more accurate in all 12 experimental blocks and women in the gains task outperformed women in the losses task and were more accurate on 10 of the 12 blocks (both significant using binomial sign tests, \( p < .05 \)). Similarly, as predicted, for the gains task, women outperformed men on 9 of the 12 blocks of trials and performed equally well on one block, and for the losses task, men outperformed women on every block (both significant using binomial sign tests, \( p < .05 \)).
For Experiment 2b, the pattern reverses. As predicted, men in the gains task performed better than men in the losses task in 11 of the 12 experimental blocks, and women in the losses task outperformed women in the gains task and obtained higher accuracy on 8 of the 12 blocks (male data significant using a binomial sign test, $p < .05$; female data pattern critical to modeling is obvious in the first four blocks). Again as predicted, for the gains task, men performed better than women on all 12 blocks of trials, and for the losses task women performed better than men on all 12 blocks of trials (both significant using binomial sign tests, $p < .05$).

**Strategy use and Stereotype Fit**

To test for specific strategy use by participants, we fit a series of decision-bound models to the data from each participant for each block (Ashby & Maddox, 1993; Maddox & Ashby, 1993).\(^5\) The models used provided a good account of our data.\(^6\) The model parameters were estimated using maximum likelihood (Ashby, 1992). We found the best fitting model using: $AIC = 2r -2\ln L$ (Akaike, 1974; Takane & Shibayama, 1992) where $r$ is the number of parameters in the model and $\ln L$ is the log likelihood of the model given the data. This criterion allows us to assess the goodness-of-fit of models that differ in the number of free parameters, and select the model that provides the most parsimonious account of the data (i.e., the model with the smallest AIC value).

For Experiment 2a, Figure 6 (Panel A) displays the proportion of data sets best fit by a conjunctive rule model for men in the gains and losses classification tasks separately by block. Because men in the losses task are in a stereotype fit relative to men in the gains task, we predict that a larger proportion of men/losses data sets will be best fit by a conjunctive rule model. This pattern held in 10 of the 12 blocks of trials (significant
based on a sign test), and was significant (based on binomial tests) in blocks 7, 8, 9, 10,
and 11 $p < .05$. The opposite pattern was predicted for women. Specifically, women in
the gains task are in a stereotype fit and should be more likely to use a conjunctive rule
then women in the losses task who are in a regulatory mismatch. This pattern held in 10
of the 12 blocks of trials (significant based on a sign test), and was significant (based on
binomial tests) in blocks 2, 3, 4, 5, 6, 7, 8, 9, 10, and 11, $p < .05$ (see Figure 6 Panel B).

For Experiment 2b, as shown in Figure 6 (Panel C) and as predicted, for men, the
binomial tests for blocks 2, 3, and 9 revealed the stereotype fit advantage, $p < .05$, while
block 1 showed a loss advantage, $p < .05$. A binomial sign test across blocks revealed
that the data in the men/gains task was better fit by the conjunctive rule more frequently
than the data in the men losses task, $p < .05$, with a higher proportion of the participants
likely using the conjunctive rule in 11 of the 12 blocks. For women, a binomial test for
block 11 revealed more conjunctive rule use likely in the losses task, $p < .05$, while block
6 showed more women in the gains task likely using the rule, $p < .05$ (see Figure 6 Panel
D). A binomial sign test across blocks revealed that the women/losses task was not better
fit by the conjunctive rule than the women/gains task.

**Chronic Regulatory Focus and other possible Mediators**

As for Experiment 1, we collected the RFQ as a measure of chronic regulatory
focus before the experimental manipulation and created regulatory focus groups (i.e.,
promotion and prevention groups) using the RFQ. We expect that our manipulation of
stereotypes removed any influence of chronic focus. To test this possibility, we
examined the influence of chronic Regulatory Focus by testing the interaction of
Regulatory Focus and Reward Structure across Experiments. We analyzed the first block
participants reached or exceeded the criterion using an ANOVA with Experiment (2a, 2b), Chronic Regulatory Focus (Promotion, Prevention), and Reward Structure (Gains, Losses) between participants. This analysis revealed a non-significant three-way interaction between Experiment, Chronic Regulatory Focus, and Reward Structure, $F = 1.17$. As such, we believe chronic Regulatory Focus cannot account for our effects.

We analyzed the questionnaire data collected during the experimental session. In Experiment 2a, we found several pre-existing differences (i.e., prior to the stereotype-relevant task instructions) between the men and women in our sample. Women scored higher on the Prevention subscale of the RFQ ($M = 17.7$) than men ($M = 15.9$), $t(78) = 2.35, p < .05$ and higher on the PSWQ ($M = 51.9$) than men ($M = 45.6$), $t(78) = 2.26, p < .05$. In Experiment 2b, women scored higher on the Prevention subscale of the RFQ ($M = 17.5$) than men ($M = 15.2$), $t(54) = 2.04, p < .05$.

In Experiment 2a, we found a significant interaction for the Negative Affect subscale of the PANAS. The data were analyzed using an ANOVA with Gender (Male, Female) and Reward Structure (Gains, Losses). This analysis revealed a marginally significant two-way interaction between Gender and Reward Structure, $F(1,76) = 3.56$, $MSE = 26.0, p = .06$. Men in the losses and gains tasks averaged 11.9 and 12.4, respectively. Women in the losses and gains tasks averaged 15.4 and 11.6, respectively, and this difference was marginally significant, $t(38) = 1.88, p = .06$. Lastly, in Experiment 2a, relative to men, women believed they performed worse ($M = 6.3$) than men did ($M = 7.1$), $t(78) = 2.32, p < .05$.

As for Experiment 1, we completed ANCOVAs to demonstrate that our Gender x Reward Structure interaction in the first block participants reached or exceeded the
criterion is robust even after controlling for differences between men and women.

Prevention scores were correlated with gender in both Experiments. The inclusion of prevention as a covariate resulted in an interaction of Experiment, Gender, and Reward, $F(1,126) = 7.46, \text{MSE} = 14.08, p < .05$, but there was neither a main effect of Prevention nor interactions of Prevention and Reward or of Prevention and Experiment. For covariates unique to Experiment 2a, the inclusion of PSWQ scores in an ANCOVA resulted in both an interaction of Gender and Reward ($F(1,74) = 6.38, \text{MSE} = 10.66, p < .05$) and a main effect of Gender ($F(1,74) = 4.23, \text{MSE} = 10.66, p < .05$). Similarly, including the Negative Affect scale of the PANAS resulted in both an interaction of Gender and Reward ($F(1,74) = 6.34, \text{MSE} = 10.64, p < .05$) and a main effect of Gender ($F(1,74) = 3.91, \text{MSE} = 10.64, p < .05$). Lastly, when performance expectation scores were used in an ANCOVA, there was interaction of Gender and Reward, $F(1,74) = 4.27, \text{MSE} = 10.12, p < .05$. There were no covariates unique to Experiment 2b.

These analyses demonstrate that our Gender x Reward Structure interaction is robust even after controlling for pre-existing differences between men and women. Likewise, positive affect did not influence our effects. Furthermore, as for Experiment 1, performance expectations did not drive our effects. Women expected to perform equally well in both Experiment 2a ($M = 6.2$) and 2b ($M = 6.3$), as did men ($M = 6.7$ and $M = 6.5$, respectively), despite performance differences. As such, our stereotype manipulation was not just influencing performance expectations, which then produced our effects.

Discussion

Using a primed stereotype, we found that women and men responded differently to the gains and losses reward structures in a classification task using task accuracy and proportion of participants reaching the task criterion. In this set of Experiments, we
expected to replicate our results from Experiment 1 in a different domain using primed stereotypes instead of chronic stereotypes. We also predicted stereotype threat-consistent effects for the gains structure. We found results consistent with our interpretation of the stereotype threat literature and stereotype fit.

We found the predicted three-way interaction between Experiment, Gender, and Reward Structure for the first block participants reached the accuracy criterion. Furthermore, using discriminant function analysis we showed that participants’ accuracy profile over blocks predicted their group membership. This analysis revealed that our groups differed significantly across time. In Experiment 2a, women (given a positive stereotype) outperformed men (given a negative stereotype) in the gains version of the task. In Experiment 2b, we reverse this pattern of data in all 12 experimental blocks by switching the gender stereotype. The opposite is true for the losses reward structure. In Experiment 2a, as predicted, men outperformed women on all 12 blocks of trials. Men have a stereotype fit in the losses task. In Experiment 2b, again when we switch the stereotype, we completely reverse the effect. Women performed better than men on all 12 blocks of trials. Lastly, our data analytic models demonstrate that the better task performance corresponded to more flexible strategy use.

General Discussion

In two experiments, we found results consistent with our interpretation of the stereotype threat literature and our concept of stereotype fit. Based on the prior work by Maddox, Baldwin, and Markman (2006), we predicted that individuals experiencing a regulatory fit would perform better in the tasks than participants in a regulatory mismatch. Like Seibt and Förster (2004), we argue that priming a negative stereotype induces a prevention focus while priming a positive stereotype induces a promotion focus. Participants completed GRE math problems in Experiment 1 and a rule-based
perceptual classification task in Experiments 2a and 2b. Further, our participants completed a gains version of each task where they gained points for correct responses or a losses version of each task where they lost points for correct responses. For the gains version of the task, we predicted that participants with a positive stereotype would be experiencing a stereotype fit while participants with a negative stereotype would be experiencing a regulatory mismatch. We predicted the opposite would be true for the losses version of the task.

We suggest that most experimental tasks are gains environments (either implicitly or explicitly). As such, we expected to replicate stereotype threat effects in the gains versions of our tasks. Using GRE math problems (Experiment 1) and a classification task (Experiment 2a and 2b), we find the classic stereotype threat effect in the gains task. Women performed worse than men on GRE math problems in Experiment 1. In Experiment 2, when women were primed with a task-relevant positive stereotype and men were primed with a task-relevant negative stereotype, women outperformed men in 9 of the 12 blocks (Experiment 2a). However, when we switched the valence of the stereotypes applied to gender, we got the predicted performance reversal: men outperformed women in all 12 blocks of trials (Experiment 2b).

We have further evidence for stereotype fit using the data from the losses versions of our tasks. Now, unlike the gains versions, participants with negative task-relevant stereotypes are experiencing a stereotype fit. In Experiment 1, women in the losses GRE test performed better than women in the gains GRE test, which coincidentally completely removed the performance difference between women and men in the gains GRE test. In Experiment 2, men in Experiment 2a and women in Experiment 2b were experiencing a
stereotype fit in the losses task. In Experiment 2a, men outperformed women in all 12 blocks in the losses task and in Experiment 2b, women outperformed men in all 12 blocks of trials in the losses task.

Across these two Experiments, we have replicated our findings using different domains, math and classification learning, and obtained the same results using chronic and primed stereotypes. Our other goal was to uncover a possible mechanism behind our stereotype fit effects. One possibility is the ability to think more flexibly when in a stereotype fit.

In Experiment 1, our participants completed math problems from the GRE. One could argue that participants need to be able to think flexibly in order to solve these difficult problems. While this intuitively sounds correct, like many tasks used in psychology, this is a very complicated task that is not very well understood. It is not clear exactly what processes individuals use to solve problems and if there is a consistent way these problems are approached across people.

To test our flexibility hypothesis, in Experiment 2, participants completed a classification task in which they learned to classify lines that varied in their length, orientation, and position. Participants could achieve perfect task performance if they learned to classify the lines using a conjunctive rule on both the length and orientation dimensions. To meet the learning criterion, participants needed to switch from using the easier and more obvious unidimensional rules to the more complex conjunctive rule. This rule switching requires the participant to flexibly work in the rule space.

The modeling results support the flexibility hypothesis. In Experiment 2a, the female data in the gains task is more consistent with the use of conjunctive rules as
compared to the data in the losses task. The reverse was true for men: the data in the losses task was more consistent with conjunctive rule use than the data in the gains task. As predicted, in Experiment 2b, the male data for the gains task was more consistent with conjunctive rule use than the data for the losses task. For women, the modeling did not reveal likely differences in conjunctive rule application during classification learning. While not ideal, we believe this result should be considered in the context of the rest of our strong results in support of stereotype fit.

We are excited about this line of work and hope that other researchers will join us to start investigating different possible mechanisms for stereotype fit. We present the flexibility hypothesis as one possibility. This hypothesis is consistent with other work on regulatory focus (Friedman and Forster, 2001; Forster and Higgins, 2005) and regulatory fit (Grimm et al., 2008; Maddox et al., 2006). Furthermore, in the regulatory fit literature, we have evidence that effects reverse when we use an information-integration category structure. Learning this type of category structure is hindered by flexible processing (Grimm et al., 2008).

Based on our questionnaire data, we believe that positive or negative affect, worry, anxiety, chronic regulatory focus, or performance ratings cannot account for our effects. While chronic focus may be important, in our studies, the situational context (e.g., the math test in Experiment 1 and the overt primes in Experiment 2) overrides the chronic focus state. Similarly, one might argue that our manipulation of stereotype threat in Experiment 2 more created performance expectancies than stereotype threat and these expectancies are creating our effects. However, in Experiments 1 and 2, participants
expect to perform equally well, but perform better or worse than expected based on their experimental condition.

We realize our findings go against most of the literature on positive affect. Positive affect has been linked with both a promotion focus (Higgins, 1997) and with creativity (Isen, Johnson, Mertz, & Robinson, 1985). A promotion focus induces an attempt to approach positive end states. If an end state is achieved, the individual will feel happiness whereas failure will lead to sadness. As above, we argue positive affect may be a hallmark of a regulatory fit and not a promotion focus. This claim is supported by work demonstrating that people feel better when they are in a regulatory fit (Camacho, Higgins, & Luger, 2003; Higgins, 2000) and by research demonstrating similar neural mechanisms for positive affect and creativity (Ashby, Isen, & Turken, 1999) and flexibility in our category learning task (Maddox & Ashby, 2004). Furthermore, directly examining the connection between regulatory fit and creativity, Markman, Maddox, Worthy, and Baldwin (2007) manipulated regulatory focus and tested participants using the Remote Associates Test, which is the measure of creativity used in the positive affect study by Ashby et al. (1999). They found fit participants solved more problems than mismatch participants. We believe more work needs to be done to assess the exact relationship between regulatory fit and positive affect.

**Theoretical Implications**

Our results have theoretical, methodological and practical implications for the study of stereotype threat and cognition more generally. Theoretically, we hope cross-disciplinary work like this will lead to further research on the influence of motivation on cognitive processing. For example, one such variable, self-construal, has been linked to
regulatory focus (Lee, Aaker, & Gardner, 2000) and to stereotype threat (Marx, Stapel, & Muller, 2005). By studying the relationships between these and other individual differences, researchers may be able to posit similar mechanisms. Of particular interest to us at present is the relationship that testosterone may play given work by Josephs and colleagues demonstrating the moderating influence of testosterone in stereotype threat (Josephs, Newman, Brown, & Beer, 2003) and the intersection between our work and the work by Beilock and her colleagues (Beilock & Carr, 2005; Beilock, Jellison, Rydell, McConnell, & Carr, 2006; Beilock, Kulp, Holt, & Carr, 2004). Beilock’s research demonstrates the role of working memory in producing stereotype threat effects for proceduralized tasks. In tasks that are well-learned, Beilock et al. (2004) argue that stereotype threat and situational pressure situations use similar mechanisms to produce performance decrements. Like “choking under pressure,” stereotype threat induces explicit monitoring of performance which hurts tasks that are automatized. We are investigating whether a working memory account can explain our regulatory fit effects. That is, whether working memory constraints are different for regulatory matches and mismatches.

Furthermore, the relationship between the positive affect and regulatory fit suggests that it will be important to assess the influence of stereotype fit on creativity. Our research suggests that placing individuals with negative stereotypes in a losses task will produce more creative performance than placing those individuals in a gains task. As in the regulatory fit literature, these individuals should “feel better” in a fit and feel like they can process information more fluently (Lee & Aaker, 2004).

Methodological Implications
Methodologically, there are a host of individual difference variables that could benefit from using well-understood tasks from cognitive psychology (Narvaez & Markman, 2006). For example, self-construal has been studied in the domain of casual induction (Kim, Grimm, & Markman, 2007). This is a domain with a rigorous mathematical definition for what it might mean to be sensitive to the presence or absence of causes. In our task, we used mathematical models to characterize performance. These models allow us to be more confident about what participants are actually doing in the service of completing our task.

**Practical Implications**

Practically, our work suggests a way around stereotype threat. We suggest that there are two ways to influence stereotype fit to improve performance: changing the regulatory focus induced and changing the reward structure of the task. Some manipulations of stereotype threat, like same-gender versus mixed testing situations (Inzlicht & Ben-Zeev, 2003), may be inducing regulatory focus states by highlighting stereotype relevance in the mixed environment. We join a group of researchers already working on ways to eradicate stereotype threat by providing obvious situational attributions for performance decrements (Brown & Josephs, 1999; Johns, Schmader, & Martens, 2005) or by reducing anxiety (Cohen, Garcia, Apfel, & Master, 2006). For example, Brown and Josephs (1999) examined the influence of providing an external handicap. In Study 2, half of the participants were told that they could not complete practice math problems prior to a test because of computer failure. Women in this condition performed better as compared to control women. Using a more direct manipulation, Johns et al. (2005) taught a group of women about stereotype threat and
found that math performance increased for this group. In a similar study, Cohen et al. (2006) improved performance by African American students by reducing stress using self-affirmation techniques.

We do want to be very clear about the implications for changing the reward structure of testing situations for stigmatized individuals. We are not advocating punishment of stigmatized populations to improve performance. Clearly, like the classic Yerkes-Dodson arousal function, there are extreme implementations of our approach that would surely hurt performance. A serious losses situation, like a threat of punishment, would be expected to impact cognitive processing and swamp any effects of regulatory fit. We believe that our effects appear because the reward is directly linked to task performance and is relatively mild. These mild losses (and mild gains) allow for the expression of regulatory fit, in a way that either extreme may not.

Conclusions

By elaborating on the observation by Seibt and Förster (2004), we demonstrate that it is possible to change relatively minor aspects of the task environment to get large differences in performance. This suggests that it is possible to reverse the negative effects of negative stereotypes by changing small task characteristics. Performing well in a domain typically associated with a negative stereotype for one’s group may be an excellent first step in curbing performance decrements caused by negative stereotype encounters.
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Footnotes

1 Maddox, Baldwin, and Markman (2006) demonstrated that a gains structure with 2 points for a correct response and zero points for an incorrect response produces the same pattern of results as a gains structure with 3 points for a correct response and 1 point for an incorrect response.

2 By independently sampling position, we were able to make position especially salient to insure that our participants would start with a simple unidimensional rule.

3 It is important to note that it is possible to use a conjunctive rule on length and orientation and not have perfect task performance. Participants may set a rule using both dimensions but will not do so with a high level of precision. This form of the rule is known as a sub-optimal rule on length and orientation.

4 If we use all four groups of participants in each Experiment in the same discriminant function analysis, the model correctly classified 56.3% and 45% of the participants in Experiments 2a and 2b, respectively, both significantly greater than chance, p < .05.

5 The unidimensional model on position assumes that the participant used a criterion on position and put all of the lines to the left in one category and all of the lines to the right in the other category. The unidimensional model on orientation assumes that the participant’s criterion involved one response for shallow lines and another response for steep lines. The unidimensional model on length assumes one response for short lines and another response for long lines. Each of these unidimensional models contains two free parameters: one decision criterion and one noise parameter. The conjunctive model
assumes that the participant used length and orientation. We fit two different conjunctive models. First, we fit an optimal model that assumes the participant used the optimal criterion on both length and orientation. This model only has one free noise parameter. Second, we fit a suboptimal model that assumes that the participant used criteria on both length and orientation but these criteria were not optimal. Therefore, this model has three free parameters: one for the length criterion, one for the orientation criterion, and one noise parameter.

The suboptimal conjunctive model accounted for 91% and 89% of the total category responses in Experiments 2a and 2b, respectively. For both experiments, the unidimensional rules on length and orientation were rarely used by participants. Based on AIC, the unidimensional length and orientation models best fit the data 5% and 17% of the time, respectively. In contrast, the unidimensional position rule best fit 30% of the data overall or more for each of the experimental groups. The conjunctive model fit over 60% of the data in the final block of trials for all groups in Experiment 2a and over 45% of the data in Experiment 2b. The remaining model discussions will focus on the conjunctive model fits.
Figure Captions

Figure 1. Sample gains and losses screens with point meter and box where problems (Experiment 1) and lines (Experiment 2) appeared. The point meter reflects the scoring used in Experiment 1.

Figure 2. Percent correct for men and women in the gains and losses tasks in Experiment 1

Figure 3. Stimulus space used in Experiments 2a and 2b with a unidimensional rule on position represented. If using this rule, a subject would classify all stimuli above the plane into Category A and all below in Category B. However, this would give only 83% accuracy. Circles represent Category A items and plus-signs represent Category B items.

Figure 4. Stimulus space with correct conjunctive rule on length and orientation dimensions represented.

Figure 5. Proportion correct across blocks for men and women in the gains and losses tasks in Experiments 2a (Panels A and B, respectively) and 2b (Panels C and D, respectively)

Figure 6. Proportion best fit by the correct conjunctive rule for men and women in the gains and losses tasks in Experiments 2a (Panels A and B, respectively) and 2b (Panels C and D, respectively)
Table 1. Schematic representation of regulatory fit and mismatches

<table>
<thead>
<tr>
<th></th>
<th>Gains</th>
<th>Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive stereotype</strong></td>
<td>Fit</td>
<td>Mismatch</td>
</tr>
<tr>
<td>(<strong>“Promotion”</strong>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Negative Stereotype</strong></td>
<td>Mismatch</td>
<td>Fit</td>
</tr>
<tr>
<td>(<strong>“Prevention”</strong>)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 5

A

\[ \text{Male Gains (2a)} \]
\[ \text{Male Losers (2b)} \]

B

\[ \text{Female Gains (2a)} \]
\[ \text{Female Losers (2b)} \]

C

\[ \text{Male Gains (2c)} \]
\[ \text{Male Losers (2b)} \]

D

\[ \text{Female Gains (2c)} \]
\[ \text{Female Losers (2d)} \]
Figure 6

A

- Male Gain (2a)
- Male Losses (2a)

B

- Female Gain (2a)
- Female Losses (2b)

C

- Male Gain (2b)
- Male Losses (2b)

D

- Female Gain (2b)
- Female Losses (2b)