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Sleep deprivation has a complex set of neurological effects that go beyond a mere
slowing of mental processes. While cognitive and perceptual impairments in sleep
deprived individuals are widespread, some abilities remain intact. In an effort to
characterize these effects, some have suggested an impairment of complex
decision-making ability despite intact ability to follow simple rules. To examine
this trade-off, 24-hour total sleep deprived individuals performed two versions of
a resource acquisition foraging task, one in which exploration is optimal (to
succeed, abandon low value, high saliency options) and another in which
exploitation is optimal (to succeed, refrain from switching between options). Sleep
deprived subjects exhibited decreased performance on the exploitation task
compared to non-sleep deprived controls, yet both groups exhibited increased
performance on the exploratory task. These results speak to previous
neuropsychological work on cognitive control.

Keywords: sleep deprivation; exploration-exploitation; reasoning; decision
making; resource acquisition; foraging

Introduction

Sleep deprivation (SD) is a way of life for many people who perform critical
societal roles such as those in the military, and those in medical professions
(Belenky et al. 1994). Therefore, it is important to have a thorough understanding
of the role of sleep deprivation on reasoning and decision making. The classical
view of the effects of sleep deprivation is one of an overall slowing of cognitive
abilities. This view has been called into question, because not all cognitive
abilities are equally affected by sleep deprivation (Harrison and Horne 2000). In a
battery of tasks, Williamson et al. (2000) found that perceptual, attentional and
memory tasks were impaired by sleep deprivation, but visual search and logical
reasoning tasks were not. Maddox et al. (2009) found deficits in perceptual
classification ability in an information-integration task for some sleep-deprived
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individuals, but not all. Herscovitch et al. (1980) found that sleep deprivation led
to increased perseveration on the Wisconsin Card Sorting Task (WCST),
indicating a decreased ability to shift set and try new strategies. Neuropsycho-
logical evidence points towards decreased activation of the prefrontal cortex
(PFC) after sleep deprivation, leading to decreased inhibitory control (Chuah
et al. 2006; Tomasi et al. 2008; Maddox et al. 2009).

Other studies revealed risk-seeking behaviour in sleep deprivation, especially in
known-risk tasks (Neri et al. 1992; Harrison and Horne 1998; McKenna et al.
2007). In a review of the sleep deprivation literature, Harrison and Horne (2000)
endorsed the view that sleep deprivation has little effect on simple rule-following
tasks, but it impedes decision making in complex integration tasks requiring
flexibility, innovation or plan revision. However, other research shows lapsing
and performance decrements in relatively simple tasks such as identification
and vigilance tasks (Chee et al. 2008; Ratcliff and Van Dongen 2009). Other
investigations have demonstrated increased inhibition and decreased cognitive
control after sleep deprivation. For example, Drummond et al. (2006) and Chuah
et al. (2006) demonstrated decreased inhibition in a Go-NoGo task. In a MRI
study, Venkatraman et al. (2006) found elevated expectation of higher reward and
diminished responses to losses in a gambling task. Interestingly, Drummond et al.
(2001) and Strangman et al. (2005) conclude that the brain may be more plastic
after sleep deprivation than previously thought by showing compensatory brain
activation depending on task demands. Some of these results appear contra-
dictory, with some showing evidence of decrements in simple tasks and others
demonstrating intact performance in simple tasks despite decrements in complex
tasks.

We examine another view of the influence of 24-hour total sleep deprivation
on cognitive processes by focusing on the trade-off between exploration and
exploitation. Exploration is the willingness to try new strategies and options, while
exploitation is the reliance on past knowledge and known successful strategies.
Adopting a new strategy requires a momentary or permanent abandonment of
prior strategies, resulting in a trade-off (Daw et al. 2006; Worthy et al. 2007).
While previous work has been done on parallel constructs such as risky behaviour
and rule-based decision making, the exploration–exploitation trade-off offers a
unique framework for study of the cognitive effects of sleep deprivation.

In this paper, we used a resource acquisition foraging task to examine the impact
of sleep deprivation on the exploration–exploitation trade-off. In this task, parti-
cipants compete for resources against computerized opponents in a real-time 2D
simulation (see Roberts and Goldstone 2006). Participants are confronted with the
exploration–exploitation trade-off in an attempt to maximize resources acquired. In
some versions, exploration is optimal (i.e., maximizes performance), while in others
exploitation is optimal.

Here we provide a brief introduction to the task and sleep deprivation
procedure. The task environment is comprised of a large computerized grid, for
which spaces can be occupied by the participant’s token, the tokens of nine
computerized opponents, or tokens that represent resources which the partici-
pant and opponents attempt to collect. The participant moves his or her token
around the grid using a keyboard, while the opponents are driven by a simulation
model described below. Resources appear steadily throughout the task, but
differ in their placement on the grid depending on whether the exploitative or
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exploratory task environment is in effect. In the exploitative task, resources
appear in two patches, or clumps, on different sides of the grid (Figure 1a).
The optimal strategy is to remain at one patch; switching patches wastes valu-
able time and will prevent the participant from reaching a bonus criterion
(described below). In the exploratory task, there is a large central patch
comprised of low value resources (result in fewer points). In small patches on the
edges of the grid, there are higher value resources which must be found in order
to reach the bonus criterion (Figure 1b). To ensure participants must explore for
these peripheral resources, the board is hidden except for a small radius around
the participant’s token. This ensures that exploration of the space is required to
succeed.

In the exploitative task, a key measure of performance is the number of patch
switches (fewer is optimal). In the exploratory task, the measure is the distance
from the centre of the grid (larger distances are more optimal since the higher
valued patches are farther from the centre of the grid). In both tasks, resource
score is a general performance measure. In the current study, all participants
completed two morning sessions (comprised of three exploitative and three
exploratory tasks) separated by 24 hours. The sleep-deprived group did not sleep
between sessions, while the control group slept normally. Surface features are
changed between runs, such as background colour and token colour and location
of the patches, but the basic structure of the tasks remained unchanged. For
example, in one run the high replenishment patch is in the upper right and the
low replenishment patch is in the lower left, while in another run the locations
are rotated and reversed.

Taken together, previous behavioural and neuropsychological work in sleep
deprivation predicts impaired performance on the exploitative tasks, due to a
decreased ability to continually apply a simple rule. It is unclear whether per-
formance in the exploration tasks will be facilitated. In the following sections we

Figure 1. (A) Example of an exploitative environment simulation after 750 time steps. The
lone participant agent is represented as a square with a white X, opponent agents are
represented as squares, and resources are represented as circles. (B) Example of an exploratory
environment simulation after 750 time steps. Only resources and other agents within 20 grid
spaces are visible to the agents (represented by the circle around the lone participant agent).
The resources in the central patch have a low point value, while the resources in the peripheral
patches have a high point value.
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introduce the model underlying these foraging tasks. Finally, we describe an
experiment comparing the performance of sleep deprived and control subjects.

Methods

Sleep deprivation

For this experiment, both groups were non-sleep-deprived on day 1, and a day 2
sleep-deprivation manipulation was between subjects. All subjects were tested
between 06:00 am and 11:00 am at the same time both days. Participants completed
various tasks in an ongoing sleep study, with breaks throughout. Alcohol
consumption was prohibited in the 24 hours prior to day 1, as was caffeine between
12:00 am and 6:00 am and during task participation. Participants were instructed to
engage in normal sleep-wake cycles prior to day 1 testing, and engaged in peer
monitoring during this period. After day 1 testing, a research assistant monitored the
sleep-deprived group from 7:00 pm on day 1 until monitored testing at 6:00 am on
day 2. Overnight, the sleep-deprived group ate dinner and engaged in activities such
as walking, bowling, and video and board games. The control group was instructed
to resume normal sleep. All testing took place in a university building.

Design

Participants engaged in the exploitation and exploration tasks on day 1 and 2.
This resulted in a 2 (task) 6 2 (day) 6 2 (group) design. Each day, participants
completed three runs of each task type, all with a separate bonus resource acquisition
score criterion (described below). Resource acquisition score was the main per-
formance measure for both tasks. Also, for the exploitation task, patch switches
were measured. One patch switch was recorded for each movement from one patch
to the other, defined as crossing the bound that bisects a line connecting the patch
centres. Participants attempted to maximize score, and minimizing patch switches is
the ideal strategy. For the exploratory task, the mean distance from the grid centre
(i.e., the main central patch) was measured. Exploring the space and avoiding the
central patch is the ideal strategy to maximize score.

Participants

Forty-one undergraduate cadets from the United States Military Academy at West
Point participated in the study, with 23 (two female) non-sleep deprived controls and
18 (six female) sleep deprived. There was a slight difference in group age (M ¼ 18.6,
SD ¼ 0.8 for controls; M ¼ 20.7, SD ¼ 1.9 for the sleep deprived group). Age as a
covariate was never significant in the behavioural results. All participants had
normal or corrected to normal vision. The Institutional Review Board of The
University of Texas, Austin and West Point Military Academy approved the study
and informed consent was obtained from all participants.

Materials

The task was run on a PC-compatible computer. Participants controlled their agent
with the keyboard number pad. The participant agent and simulated agents could
move horizontally, vertically and diagonally.
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Procedure

On days 1 and 2, subjects performed three exploratory runs and three exploitative
runs, interleaved, with each lasting 7.5 minutes.

In the exploitative task, participants gained 27 points for collecting a resource.
Additionally, they gained one point when an opponent collected a resource. This
small gain in points for the resources collected by competitors was instituted to
control for effects of task reward structure on exploration that we have observed in
previous studies (e.g., Worthy et al. 2007). The bonus criterion was set to 4037 (10%
of all available resources points).

In the exploratory task, low-valued resources were worth 27 points and high-
valued resources were worth 2700 points. Additionally, they gained points when
opponents collected resources (one point for low-valued resources, 100 points for
high-valued resources). The bonus was set to 17,950 (10% of all available resource
points). Participants were told the scoring procedures and that both low- and high-
valued resources were available. A point meter tracked points during the run. They
were notified whether they achieved the bonus criterion after each run. No additional
information was given between sessions, and instructions were reviewed on day 2.

For motivation to do well, participants had the opportunity to receive T-shirts
for good performance. After day 2, for each subject, a random run was chosen from
each day’s runs. If they reached the criterion score on that run then they received the
T-shirt. This procedure was adapted from work on motivational influences on
decision making. It was introduced in order to instantiate a promotion-gains state
shown to encourage a polarizing motivational environment that minimizes the
influence of inter-subject differences in motivational state (Worthy et al. 2007).

Surface features of the GEM environment were adjusted between runs. The
colour of the participant agent, opponent agents, resources and background changed
after each run. Also, different (but equivalent) reflections and rotations of the patch
locations were used between runs.

Generalized Exploration Model (GEM)

GEM is an agent-based model of resource acquisition based on the EPICURE
model of human foraging (Roberts and Goldstone 2006). A group of agents compete
for resources by travelling around a 120 6 120 grid environment. A resource is
represented by a static token that takes up one grid space and is removed only when
an agent acquires it by landing on it. Each agent is driven by a separate instantiation
of GEM. On each time step, each agent computes the expected value of the resource
options available using Equations (1) through (5), where s ¼ 4, and (i, j) represent
environment coordinates.

Valueði; jÞ ¼ ðP�1resourcedistanceÞ � ðP�1agentdensityÞ þ ðP4 þ goaldistanceÞ ð1Þ
where,

resourcedistanceði; jÞ ¼ e�distance
2=2s2

s
ffiffiffiffiffiffi
2p
p ð2Þ

agentdensityði; jÞ ¼
X

otheragents

e�distance
2=2s2

s
ffiffiffiffiffiffi
2p
p ð3Þ
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for distance between (i, j) and nearby agent

goaldistanceði; jÞ ¼ e�distance
2=2s2

s
ffiffiffiffiffiffi
2p
p ð4Þ

for distance between (i, j) and current goal location

distanceði; jÞ ¼ max absðx� iÞ; absðy� jÞð Þ ð5Þ
for all distance calculations.

In Equation (1), an expected value is computed for a given resource option as a
linear combination of the distance to the resource, the density of agents around the
resource, and the distance of the resource to the currently active goal resource
location. Equations (2) and (4) describe the preference of shorter over longer
distances via a Gaussian drop-off process. Equation (3) computes the density of
nearby agents, also with a Gaussian process which emphasizes nearby agents.
Equation (5) computes grid distance between locations. The same equations are used
in both the exploitative and exploratory tasks. The expected values are re-evaluated
at each time step.

After computing expected values, each agent selects a goal resource to travel
towards using a soft-max decision process driven by an exploration parameter (K in
Equation (6); see Daw et al. 2006; Worthy et al. 2007). The higher the exploration
parameter, the less likely the agent will select the goal resource with the highest
expected values, and thus act exploratory. The lower the exploration parameter, the
more likely the agent will seek the highest expected value, thus acting exploitatively.

Pðmoving to i; jÞ ¼ eValueði;jÞ=KP
x

P
y e

Valueðx;yÞ=K ð6Þ

Typically, resources are allocated to the environment according to some scheme,
such as ‘‘patches’’ of replenishing resources. A number of important experimental
factors can be manipulated in this environment such as the locations of the patches,
the replenishment rates of those patches, and the point values given to resources in
different patches.

This environment is sufficiently complex and dynamic that simulations are
required to determine the optimal behaviour of an agent in any given environment.
For the present studies, we focus on environments with a single participant agent
competing against nine opponent agents. To determine the strategy association with
optimal behaviour in a given environment, the parameters of the opponent agents
are held constant. In the simulations, we manipulated the exploration parameter
values as well as the other parameter values of the single participant agent
systematically to determine the optimal level of exploration in that environment.
Using these simulations, we identified one environment in which the optimal
behaviour for the participant is to exploit known resources and a second
environment in which the optimal behaviour is to explore.

In the task for which exploitation is optimal, resources are dropped in two
patches centred on locations 40 units apart (see Figure 1B). Resources are dropped
in patch locations based on a random bivariate Gaussian distribution, to give the
impression of a cluster. Resources appeared at a rate of 1 per 200 msec. The patches
are replenished at different rates, so that 80% of the resources are dropped at the
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high-rate patch and 20% at the low-rate patch. All resources in this task are worth a
small number of points. Because resources are concentrated at the two patch
locations, the ideal behaviour is to limit travel between patches. In simulations,
agents with low exploration parameter values switch patches less often and acquire
more resources. Abandoning a seemingly exhausted patch is suboptimal because
patches continue to replenish and do not change locations. Also, competitors do not
favour one patch over the other, and instead match their group allocation to the
relative replenishment rates of the patches. This distribution further reinforces the
benefit of not spending time patch switching.

In the task for which exploration is optimal, each agent has a limited sight radius
of the total environment (as the highlighted circle in Figure 1B). They can detect
resources and other agents within a radius of 20 grid spaces. This environment
features low-valued resources worth a small number of points and high-valued
resources worth many points. The low-valued resources are dropped steadily
throughout the task at a patch located at the centre of the environment. High-valued
resources appear sporadically in patches randomly located on the edges of the
environment. The location of these patches changes randomly throughout the run.
Therefore, to discover the high valued resources, foragers must abandon the plentiful
yet low-valued central patch and explore the space. In simulations, agents with low
exploration parameter values spend more time closer to the central pool and
therefore acquire fewer resources. Thus, exploration is optimal in this task.

Behavioural experiments can be conducted by letting a human participant
control one agent (with a directional keypad) while letting GEM control the other
agents. The behavioural characteristics of the human participant can then be
compared to those of the optimal forager. Pilot work with these environments
suggested that participants are typically able to adapt their strategy to the task. So,
participants in an exploitative environment learn to exploit a resource pool and
participants in an exploratory environment learn to explore the environment.

In addition to using the number of resource points acquired as a gross measure of
behaviour, it is possible to do more fine-grained analyses. For the exploitation task,
we count the number of switches between patches. For the exploration task, we
measure the distance from the centre of the grid. We expect subjects to have higher
measures of exploratory performance when sleep deprived than when rested. This
prediction is based on previous research which has demonstrated that sleep
deprivation effects parallel constructs to exploration (e.g., decreased cognitive
control and risky behaviour after sleep deprivation). However, in the end, the
exploration–exploitation trade-off is not the same as those other constructs.

Results

For each task performed, we measured the number of resource points obtained. We
also measured behavioural aspects that correlated with task performance in
simulated agents.

Points obtained

An analysis compared day 1 performance between groups. Figures 2 and 3 represent
the mean resource acquisition score on the exploitative and exploratory tasks on
days 1 and 2. Importantly, there were no significant differences between the control
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and sleep-deprived groups on day 1 for the exploitative task, t ¼ 1.1, df ¼ 37,
p ¼ 0.28, nor the exploratory task, t ¼ 70.64, df ¼ 37, p ¼ 0.53. This was expected
since neither group was sleep deprived at this point. Since there was no overall
difference on day 1, we conducted the analyses in two ways: averaged over the three
runs on each day, and for the last run of day 1 and the first run on day 2.

We performed a repeated measures 2 (group) 6 2 (day) ANOVA on points
obtained for the exploitation and exploration tasks separately. For the exploitation
task, there was no main effect of day, F(37) ¼ 0.52, p ¼ 0.48, Z2 ¼ 0.014. However,
there was an interaction of group and day, F(37) ¼ 9.12, p ¼ 0.005, Z2 ¼ .0198, and
a main effect of group F(37) ¼ 9.90, p ¼ 0.003, Z2 ¼ 0.211, such that the sleep-
deprived group obtained fewer points on day 2 than the control group.

For the exploration task, there was a main effect of day, F(37) ¼ 11.41,
p ¼ 0.002, Z2 ¼ 0.236, such that both groups performed better on day 2. There was
no main effect of type, F(37) ¼ 0.35, p ¼ 0.557, Z2 ¼ 0.009, and no significant
interaction of day and type F(37) ¼ 0.025, p ¼ 0.876, Z2 ¼ 0.001.

Figure 2. Means and standard errors of resource scores on the exploitative task for the
control and sleep-deprived groups. The bonus criterion was set to 4037 points and is
demarcated by the dashed line.

Figure 3. Means and standard errors of resource scores on the exploratory task for the
control and sleep-deprived groups. The bonus criterion was set to 17,950 points and is
demarcated by the dashed line.

106 B.D. Glass et al.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
M
a
r
k
m
a
n
,
 
A
r
t
h
u
r
]
 
A
t
:
 
1
3
:
0
8
 
2
8
 
M
a
r
c
h
 
2
0
1
1



On day 2, the resource acquisition scores for the sleep-deprived group were lower
than the control group on the exploitative task, t ¼ 3.2, df ¼ 22, p ¼ 0.004, and not
significantly different than the control group on the exploratory task. Thus sleep
deprivation led to a significant performance decline when exploitation was optimal,
but not when exploration was optimal.

We repeated the above ANOVA using the third run from day 1 and the first run
from day 2, instead of a combined score, and found a similar pattern. For the
exploitative task, there was no main effect of day, F(37) ¼ 1.213, p ¼ 0.278,
Z2 ¼ 0.032, and no main effect of group, F(37) ¼ 1.50, p ¼ 0.228, Z2 ¼ 0.039.
However, day and group interacted significantly, f(37) ¼ 6.19, p ¼ 0.017,
Z2 ¼ 0.143, such that the control group obtained higher point scores. In the
exploratory task, no effects were significant. In other words, on day 2 the sleep-
deprived group performed worse than the control group in the exploitation task, but
not in the exploratory task.

Foraging behaviour

In addition to the resource points obtained, movement behaviour sheds light on
foraging strategies used by participants. In the exploitative task, computer
simulations reveal that patch switches correlate negatively with resource acquisition.
Switching patches is a time-consuming activity during which resources cannot be
acquired. In the exploratory task, maintaining a greater distance from the environ-
ment centre is correlated positively with resource acquisition. The higher-value
resources were located on the periphery, while a distracting low-value patch
remained at the centre of the environment. Exploratory behaviour involved
abandoning the central patch, thus distance from the centre of the central patch is
an indicator of exploratory behaviour. For both tasks, there were no differences
between the control and sleep-deprived groups on day 1.

In the exploitative task, we conducted a repeated measure 2 (group) 6 2 (day)
ANOVA on patch switches. There was no main effect of day or significant
interaction of day and group, but there was a nearly significant main effect of group
F(37) ¼ 3.94, p ¼ 0.055, Z2 ¼ 0.096 (Figure 4). Over all runs, the sleep-deprived
group switches patches significantly more often than the control group on day 2,

Figure 4. Means and standard errors of the number of patch switches in the Exploitative task
and the distance from the centre of the environment in the exploratory task on day 1 to day 2
for the control and sleep-deprived groups.

Biological Rhythm Research 107

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
M
a
r
k
m
a
n
,
 
A
r
t
h
u
r
]
 
A
t
:
 
1
3
:
0
8
 
2
8
 
M
a
r
c
h
 
2
0
1
1



t(92) ¼ 72.26, p ¼ 0.026. In the exploratory task, both groups travelled farther
from the centre of the environment on day 2, with no significant differences between
groups. Correlations verified the relationship between these foraging behaviour
measures and resource score. Patch switches correlate negatively with exploitative
task resource score, R2 ¼ 70.413, p 5 0.0001. Distance from the grid centre
correlated positively with exploratory task resource score, R2 ¼ 0.273, p 5 0.0001.
Scores between the tasks did not correlate significantly, nor did patch switches
correlate with distance from centre.

Discussion

We found that sleep-deprived participants were more likely to explore an
environment in a foraging task regardless of the optimal strategy in that environ-
ment. Sleep-deprived subjects were more exploratory on day 2 on both tasks, while
control subjects were able to match their level of exploration to task demands.
These results suggest that sleep deprivation leads to an increased tendency to
abandon rules and adopt a more fluid and exploratory approach to the environment.
This result paints a more complex picture than the hypothesis that sleep deprivation
worsens overall performance in decision making tasks. This is not surprising given
that complex decision making tasks likely require a number of components working
together in concert. More aspects of this complexity will be revealed as the field
continues an ever more fine-grained analysis of the decision making deficits
associated with sleep deprivation.

Looking at performance more specifically, control subjects improved on both
tasks on day 2. In contrast, sleep-deprived subjects were more exploratory in both
tasks. Thus, on day 2 they exhibited worse exploitative task performance and
improved exploratory task performance.

The results may provide insight into the effect of sleep deprivation on cognitive
control and its role in inhibiting suboptimal strategies. Previous neuropsychological
work observed impaired cognitive control associated with decreased PFC activity
after sleep-deprivation (Chuah et al. 2006; Tomasi et al. 2008). Ishii et al. (2002)
proposed that PFC, known for a directing role in decision-making, behavioural
inhibition, and planning, also directs cognitive control of the exploration–
exploitation trade-off in the evaluation of dynamic task environments. Our results
suggest that impaired cognitive control or increased inhibition of the maintenance of
the exploration–exploitation trade-off could have led to the sleep-deprived group’s
increased exploration. On day 2, they were less exploitative in the exploitative task
and more exploratory in the exploration task, resulting in a significant interaction of
group and task. Therefore, the results are consistent with previous findings of
decreased inhibition after sleep-deprivation and further provide evidence that this
inhibition may lead to a tendency toward exploration in the exploration–exploitation
trade-off.

Two methodological weaknesses exist in the present study. First, SD conditions
were not counterbalanced across task order. Second, baseline sleep patterns were not
recorded or controlled for. With respect to the second point, the West Point cadets
have a highly regimented lifestyle and likely had a very homogeneous sleep pattern.
Additionally, their previous night’s sleep was peer monitored and maintained to
reflect eight hours of time in bed. Future studies will need to expand and replicate
these findings while counterbalancing run order and controlling baseline sleep levels.
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Recently, it has become clear that sleep deprivation does not have a
straightforward effect on reasoning and decision-making. With this experiment, it
appears the story is more complicated still. Subsequent investigation should work
to further understand the time course, magnitude and specificity of sleep deprivation
in the exploration–exploitation trade-off. Furthermore, the role of sleep consolida-
tion should be examined in the task (Walker et al. 2003). The current study has
demonstrated that decision making under sleep-deprivation is altered in a complex
way that interacts with the explorative and exploitative properties of the task at
hand.
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